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CYLINDRICAL TANGENT CONES AND THE
SINGULAR SET OF MINIMAL SUBMANIFOLDS

LEON SIMON

‘The question of what can be said about the structure of the singular set
of minimal surfaces and the extrema of other geometric variational prob-
lems has remained largely open. Indeed, for minimal surfaces, apart from
various upper bounds on the possible dimension of the singular set (see,
e.g., [11, [51, [71, [8], [10], [13], [17], [19]), little has been known beyond
the work of Jean Taylor [22], [23] and Brian White [24], [25] concern-
ing mod p and “(M, ¢, §)” minimizing hypersurfaces, where the tangent
cones are of very special (and unvarying) type, and there are topological
obstructions to perturbing away the singularities.

Here we prove rectifiability and local finiteness of measure of the sin-
gular set for various classes of minimal submanifolds, including for the
first time cases where the tangent cones may have varying type and where
there is no topological obstruction to perturbing away the singularities. For
example we establish here (in Corollary 1 of §1) the (n — 2)-rectifiability
for the interior singular set of any mod 2 minimizing current of arbitrary
codimension, and local finiteness for the (n — 2)-dimensional measure of
the “top-dimensional” part of this singular set. Perhaps more importantly,
the work here produces some analytic machinery which seems to hold
promise for further developments.

The key result of the present work is a technical decay lemma, Lemma
1 of §1. This lemma says roughly that, if M C R™* lies in a suitable
“multiplicity one class” .# of n-dimensional minimal submanifolds C
R (described precisely in §1), and if M is close to C in a ball B,

in a suitable L? sense (made precise in Lemma 1), where C = C; x R”
is a cylindrical cone having cross section C, satisfying an “integrability
condition” (see ii of §1), then either there is a significant “gap™ in the part
of the singular set consisting of points X € B , Where the density ©, (X)
of M at X > the density ©,(0) of C at 0, or else there is a cylindrical
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cone C close to C such that the quantity p“"_2 Jvng distZ(X ) (N:) decays
P

by a fixed factor as we reduce radius by a fixed factor.

While methods involving “improvement of excess” as in the second
alternative above are by now quite standard in regularity theory (see, e.g.,
[11, 121, [5], [6], [8], [13], [16], [17]), a result like Lemma 1 (which says
that either we get excess improvement or else there is a significant gap in
the singular set) has not, as far as we are aware, been previously utilized
in the study of geometric extrema. It seems likely that the same kind of
result could be usefully applied in various other contexts—certainly all the
main results here have analogues in the study of energy minimizing maps
between Riemannian manifolds M, N ; these will be described in detail
in [21].

A direct consequence of Lemma 1 is the decomposition theorem (The-
orem 1 of §1) which says that, for suitable é € (0, 1), under hypotheses
similar to those of Lemma 1, except that M should be suitably close to
C in B, ,> Wegeta decomposition of the form

{X€B,:0,,/(X)>60}=SUT,

S c L, L an m-dimensional embedded C'** manifold with vol(L) <
©,p", and T C |;B, (X,) for some family B, (X;) of balls with
J J

E?’:l p}" < (1 —§)p™. The nature of this result suggests the possibility
of repeated iteration, starting at the second stage with a suitable scaling
and translation of M N B, (X;) in place of M N B,. Such an iteration

is indeed possible under thé appropriate circumstances (the main point is
that one must be able to check the starting hypotheses at each new stage),
and the main theorem about the structure of the singular set (Theorem 2
of §1) is obtained in exactly this way.

Corollary 1 of Theorem 2 settles a well-known question about the rec-
tifiability of the singular set of mod 2 minimizing currents of arbitrary
dimension and codimension, and also establishes a local finiteness result
for the (n — 2)-dimensional measure of the singular set.

A second class of results is obtained when we are in a setting which
makes it possible to check that the first alternative of the technical lemma
above (i.e., the alternative that there can be a significant “gap” in the ap-
propriate part of the singular set) can be ruled out a-priori. This class of
results is given in Theorem 4 of §1 and its corollaries. For example Corol-
lary 2 shows that the results in [22], [23] and [24], [25] relating to the
“top-dimensional part” of the singular set can be generalized to a station-
ary setting in arbitrary codimension. In Corollary 3 we also prove that if
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X, 1s a singular point of density less than 2 for any n-dimensional integral

varifold V which is stationary in an open subset U C R™F (k > 1 arbi-
trary), then there is p > 0 such that the singular set of V in B p(XO) is the

union of an embedded C''* manifold and a set of dimension <n-2.
If n = 2, then we prove the more precise result that singV is either a
properly embedded C b2 Jordan arc, or else is a finite union of prop-
erly embedded locally C L@ Jordan arcs of finite length, each with one
endpoint at X, and one endpoint in 9B p(XO)' Of course all the above
results extend naturally to multiplicity one classes of minimal subman-
ifolds of an arbitrary complete Riemannian manifold; this extension is
briefly discussed in §7.

The proof of the main technical lemma (Lemma 1) is based on a variant
of the “blowup method”, a technique going back to De Giorgi in his work
on area minimizing hypersurfaces, and first used in a context where “inte-
grability hypotheses” (like i} of §1) play a role by Allard and Almgren [4]
in their study of minimal submanifolds with isolated singularities. Crucial
among the new ingredients needed to make the blowup method work in
the present context of nonisolated singularities are the L*-estimates given
in §3. It is also necessary to take care of the analysis of the solutions of
the Jacobi field operator over cylindrical domains. This is somewhat more
subtle than the corresponding analysis for the case of isolated singularities,
and is discussed in §4.

The applicability of Theorem 1 to the analysis of the singular set of
a wider class of minimal submanifolds (e.g., to codimension 1 absolutely
minimizing currents) is limited by the “integrability hypotheses” i} of §1
for the cross section of the tangent cylinder. Thus an important question
which remains to be settled is whether or not some version of Lemma 1 is
valid without this hypothesis.

1. Notation and statement of main theorems

k, !, m, n will denote fixed positive integers with n =/ +m > 2.
n will be the dimension of the submanifolds which we study, k& the codi-
mension, and / will be the “cross-sectional” dimension of the cylindrical
tangent cones, as described below.

B;V (X) denotes the open ball with center X and radius p in R,

B,(X), B, will often be used as abbreviations for B (X), By(0)
respectively.
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ny , will the denote the map X p Y (X-Y). Thus ny , translates

Y to the origin and homotheties by a factor p_1 .

#7 will denote j-dimensional Hausdorff measure.

# will denote a set of smooth s-dimensional minimal submanifolds;
each M € .# is assumed properly embedded in R™* in the sense that for
each X € M thereis o > 0 such that M OFU(X ) is a compact connected
embedded smooth submanifold with boundary contained in B_(X). We
also assume that for each M € .# there is a corresponding open set
Uy, O M, such that #"(M N K) < oo for each M € .# and each
compact K C U,,, and such that M is stationary in U,, in the sense"
that

1.1 /di ddu=0
a1 [ div, 0y

whenever ® = (@', ... , ®"*F): Uy, — R™* isa C* vector field with
compact support in U, . Here du denotes integration with respect to
ordinary #n-dimensional volume measure (i.e., n-dimensional Hausdorff
measure) on M, and div, @ is the “tangential divergence” of @ relative
to M. Thus

n+k Mo
divy, =) (¢;- V¥,
Jj=1
where e, --- , e, . 1s the standard basis for R™*, and V¥ denotes

tangential gradient operator on M , so thatif fe C ! (U) then \vasd f(X) =
Py (gradg..« f(X)), with P, the orthogonal projection of R™* onto the
tangent space 7, M forany X € M.

We assume that the M € .# have no removable singularities: thus if
X € MnU,,, and there is ¢ > 0 such that MnB_(X) isa smooth compact
connected embedded minimal submanifold with boundary contained in
0B_(X), then X € M. Subject to this agreement, the (interior) singular
set of M (relative to U, ) is then defined by

(1.2) singM = U, NM\M,

and the regular set reg M is just M itself.

We assume here also that the class .# is closed under appropriate ho-
motheties, rigid motions, and weak limits—we shall call such a class a
“multiplicity one class”; more precisely, we assume the following:

1.3(a). Me# =qgo ny,,M €.# and gony U, = Uq07x,,,M for
each X € U, , each p > 0, and each orthogonal transformation g of

Rn+k
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1.3(b). If {M}c.#,if UcR™" with Uc U, for all sufficiently

large j, and sup >1% "(M N K) < oo for each compact K c U, then
there is a subsequence M . and an M € .# such that U, ’ D U and

M; — M in U in the sense that fMj, (X)d#"(X) — fo(X VdZ"(X)

for any fixed continuous f: R R with compact support in U .
Notice that 1.3(b) is a strong restriction in that it precludes, in partic-
ular, the possibility of getting varifolds with multiplicity greater than one
on a set of positive measure as the varifold limit of a sequence M cCH
with each U,, D U for some fixed open U ; for this reason we refer to

such a class as a multiplicity 1 class.

1.4. Examples. In view of later applications, we should mention here
a couple of important classes .# which satisfy the conditions imposed
above. One such class consists of the interior regular sets of the mod 2
minimizing currents described as follows: If T is an n-dimensional lo-
cally rectifiable multiplicity 1 current in R™* , if spt, 0T denotes the
mod 2 support of 8T ,if T is mod 2 minimizing in R" (in the sense
that for each bounded open U C R™* the mass of TL U is < the
mass of S L U for any multiplicity 1 current S such that support of
T — S is a compact subset of U and such that T —.5 has zero mod 2
boundary in U), and if reg, T is the mod 2 regular set of T defined in
the usual way as the set of all X € spt T\ spt,dT such that T is mod 2
equivalent in a neighborhood of X to multiplicity one integration over
a smooth properly embedded x-dimensional submanifold containing X ,
then the collection 7, of all such sets M =reg, T is a class .# satisfying

all the conditions imposed above, provided we take U, = R"+k\ spt, 0T .
Indeed by the Allard theorem sptT\(reg7T U spt,dT) has #"-measure
zero, and it follows that M = reg, T satisfies (1.1), and, using the nota-
tion introduced above in our discussion of the general class .# , we have
" sing M = spt T'\(reg T U spt, dT), which coincides with the usual defini-
tion of the (interior) singular set of such mod 2 minimizing currents 7.
The property 1.3(b) (plus an existence theory) is true by the compactness
theorem for flat chains mod p (see, e.g. [11] or [9]).

Another such class is the collection 7, = {reg, T'} of the interior reg-
ular sets of n-dimensional multiplicity 1 currents 7 which are mod 3
minimizing in R (defined analogously to the mod 2 case); if M =
reg; T then M satisfies (1.1) with U,, = R"+k\ spt; 0T, and sing M =
spt T\(reg T U spt, 0T). Again the property 1.3(b) (plus an existence
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theory) is true by the compactness theorem for flat chains mod p.

Notice that these classes .7,, 7; have dimsingM < (n—-2), (n—1)
respectively by [10], [6].

A third class which has the form of .# above is the collection 7 of all
submanifolds M of the form M =regT, where T is an n-dimensional
orientated boundary of least area in some open U = U, C R*k , in the
usual sense that 7 = 8[V] in U (in the sense of currents) for some
measurable ¥ ¢ U and T1_ U has mass < than the mass of S1_U, for
any multiplicity 1 locally rectifiable current S in R"* with support S—T
equal to a compact subset of U and with 9(S—7) =0 in U . In this case,
with M =regT, we take U, = U, singM = UnNspt T\(reg T UsptadT),
and the singular set satisfies dimsing M\sptd7 <n—7 (see, e.g., [10] or
[19] or [13]). The property 1.3(b) in this case is discussed in, e.g., [9], [13]
or [19].

For the first class mentioned above (i.e., 7;), Theorem 2 implies count-
able (n — 2)-rectifiability for singM and a local finiteness result for the
(n—2)-dimensional measure of measure sing M in Corollary 1 of §1. (See
the precise statement in Corollary 3.) Corollary 2 gives information about
the singular set of the class .7;, and analogous classes of stationary sur-
faces, in the case n = 2. Application to the third class 7 (the absolutely
minimizing multiplicity one currents) is hampered by the integrability hy-
pothesis 1i.

We briefly need to recall here some basic properties of minimal sub-
manifolds in the context of our general class .# . First recall that, by the
monotonicity formula, for each M ¢ .# ,

(1.5) p """ (M N B, (X))
is increasing as a function of p so long as —EP(X )y ¢ U,,, and hence in
particular the density

(M N B (X))

0,X) =1
M( ) ;{Iol wnpn £l

where w, is the volume of-the unit ball in R”, exists and is upper semi-
continuous on U, . Notice that then Mn U,, is just the set of points
X e U,, with ©,,(X) > 1, and, by (1.5),

(16) Z"MnB(X)zw,0", XeM, B,(X)CU,.

This shows that #"(singM) = 0 for each M € .#, because by
measure theory (e.g., [19, Theorem 3.5] or [9]) we know that
lim, , p~"#"(M N B,(X)) = 0 for #"-ae. X € U, \M. If we use
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the Allard regularity theorem [1], we get the additional fact that M co-
incides precisely with the set of X € U,, with 8, (X) = 1; in fact the
Allard theorem guarantees that there is a, = ay(#, k) > 0 such that
M={XeU,:0<0,(X)<]+ay},

singM ={X € U,,:9,,(X)>1+0¢,}.

Also, by a simple compactness argument based on (1.3), (1.7), and (1.5), it

is straightforward to check the following: For each A > 0, there
is 8 = B(#,A) >0 such that if M € #, p > O, B, c Uy,

Z'MNB)<A, MNBy , #@,and p "2 f, o dist’(X,P) < B
P

(1.7)

n+k

for some n-dimensional subspace P C R, then there is a Cz-map

u:PNB,,, — P such that
MﬁBp/2 Cgraphu c M,
(1.8) p~2supu)® +sup |[Vu* <Cp~" 2 f dist’(X, P)du.

B,AM

Another important general fact (see, e.g., [1], [19]) concerns tangent

cones: if M € # and X € MnU,,, and if p; | 0, then there is a

subsequence p, such that ny , M tends in the sense of 1.3(b) to a cone
Py

C € # with vertex at 0. Thus U, = R™* and 7, ,C = C for every
4> 0. The set of all such C is denoted subsequently by Tan, M ; notice
that Tan, M is a singleton set containing just the classical tangent plane
of M at X if X € M, but that it is far from obvious (and an open
question) whether or not Tan x M can contain more than one cone C if
X € sing M. We note also that 8, (X) = 6(0) for each C € Tan, M,
again by (1.5) and 1.3(b). : _

An important property of ©. for cones C € .# (i.e., elements C € .#
with 7,,C=C Vi> 0) is that

(19) S(C)={Y e R™ . O.(Y) =©O.(0)} is a linear subspace of R"*.

(Notice of course that by upper semicontinuity of 6, it is automatic that
©.(Y) < 8(0) for every Y € R"**.) (1.9) follows from the fact that, by
a standard argument based on the monotonicity formula (see [1] or [19]),
if ¥ € S(C) then C is also a cone with vertex at Y, so in particular
O (Y +AX)=0.(Y + X) foreach X € R™* and each A > 0. Thus for
any 1> 0,any X € R™* and any Y € S(C), we have

O (X) = QC(/IX) =0, (Y +AX -Y)=6,(Y +/1_2(/1X -Y))

= QLAY + 17 (AX — Y) =O.(X + (A -A7)Y),
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s0 that (X + Y) = ©.(X) for every ¢ € R, X € R™" and every
Y € S(C), and the fact that S(C) is a linear subspace follows directly
from this. Of course (for example by (1.7) with M = C), it is then
automatic that C is actually invariant under translations by elements of
S(C), so that

1.9) ny ,C=C VY eS(C), 1>0.

Since .# is a multiplicity 1 class (so that in particular 1.3(b) holds and
each C € Tan, M must be multiplicity 1—in fact it lies in .#'), using
(1.8) we easily check that the following alternative characterization of M
holds:

(1.7) M={X e UNM:3C e Tany M with dimS(C) = n}.

Of course dimS(C) = n means precisely that C is an n-dimensional
subspace of R"*_in fact just the classical tangent space of M at X
once it is established that X € A .

We shall also need the following useful “stratification of sing M by
tangent cone type”, which is a direct modification of [7, 2.28] to the present
context. Namely, if

F(M)={X € singM :dimS(C) < jVCeTany M}, j=0,---,n—1,
then

(1.10) Hausdorff dimension oﬁ?}(M) <j,j=0,1,---,n-1,

a F(M)N{X: O, (X)=c} is discrete for each a.

To prove the first part of (1.10) for j =0,1,--- , n— 1, we first note
that, by (1.5), (1.9), and the definition of %(M) , for each X € F(M)
and each § > O there is an integer u = u(X, 6, M) > (dist(X, 6UM))—1
such that, whenever o € (0, 1/u), ny {Y € B,(X):0,,(Y) =2 0,,(X) -
l/ju}y (=1{Y € B, : 9,7)( w¥) > 9”)( »(0) — 1/u}) is contained in
the J-neighborhood of some j-dimensidnal subspace LX, » (depending
on X, o). With 6 > 0 arbitrary (and fixed), let

%’i={Xe<?9(M):u(X,6,M)=i},
and for g > i let
t?f,,,,q':{Xe'—?i,,,eM(X)e[(q_ 1)/1’ (I/l)}

Notice that then for any given X € Z we have

6,4

F i CLY €5 110,(Y) 2 ©,,(X) - 1/i},
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and hence, for each ¢ > 0,
My ol F; 1 g VB, (X)) C iy (Y € B,(X):©,,(Y) 2 8,,(X) — 1/i},

which is contained in the J-neighborhood of the j-dimensional subspace
Ly , (as above) for each ¢ € (0, 1/7).

On the other hand, a simple iterative argument using the definition
of Hausdorff measure shows directly that if A4 is any subset of R*F
and if for each X € A there is some ¢, = g,(X) > O such that

My .(AN B, (X)) is contained in the J-neighborhood of some j-dimen-
n+k

sional subspace pf R, depending on X, o whenever X € A and
0 < a,, then #7%?(4) = 0 for some 6(5) depending onlyon &, n, k,
with 8(6) | 0 as 4 | 0. Since each 5” has such a property (as proved
above), this shows #/*%@ (F) = Z/”g(‘s Uiz Uq>15” ) =0 for ev-
ery 0 > 0, thus completing the proof of (1.10) for j=1,--- ,n—1.

The fact that 4 N {X: ©,,(X) = a} is discrete is easier: if not, we
get X, € &, such that X; — X, for some sequence {X;} C S\{X,}
with ©,/(X;) = avj. Using 1.3(b) to take a convergent subsequence of
fx,, IXO—X,-iM , and using (1.7) we then get C € TanX;] M such that singCnN
S™*=1 £ & contradicting the fact that X, €%.

From now on, C9 ¢ # will denote a cylinder of the form c9 =
Cgo) x‘Rm , where Cgo) is stationary in R'** and sinng)o) ={0}. We also
let X, = Cf)o) Nt , so that X is a smooth compact (/—1)-dimensional
submanifold of ™%~ if / > 2 and a finite set of pointsif /=1,

The following classes will be referred to frequently in what follows:

1.11. Definition. .7, (C(o) ) is the set of all M € .# (where .# satisfies
all conditions discussed above, including (1.2), (1.3)) such that U, D

By, fynp, dist’(X, €D + [co,, dist’(X, M) and Z"(MNB,) <1+
#"c9nB).

Remarks. (1) Using (1.5), the compactness 1.3(b), and (1.8) (applied
to translations and homotheties of M) it is easy to check that there is

o:(0,1) — (0, o), depending only on .# and C9 | with ag(e) ] 0 as
¢ | 0 and such that

M e /)= " (MnB) - #"(CY 1B )| <o)

for o(e) <p<l—oa(e).



594 LEON SIMON

(2) For given ¢ > 0 and any given M ¢ .# ,if C? ¢ Tan v M then au-
tomatically Nx,, Mes, (C ) for some sequence of p;10; this follows
directly from the definition of Tan v M, 1.5, and 1.3(b).

1.12. Definition. (i) ?;( ) is the set of all cylinders of the form
C = C, xR" c R™*, where C; ¢ #/(C)) < 1+#(CY) is a cone
with singC, = {0}, with £ =C,nS"**"" smooth and compact for / > 2
and a finite set of points for / = 1, with C, stationary in Rl+k\{0},
#(Cy) <1+ #2(C) and

/ dist’(x, ) + / dist?(X,C) < e .
CnB, Cc®np,

(i) %(C(O)) denotes the subset of the set of orthogonal transformations
of elements of %,(C”) given by &(C?) = {exp(4)C : C € &(C?),
A4 € and |4| < e}, where &~ denotes the subspace of skew-symmetric
transformations of R"*% spanned by the special skew—symmetrlc transfor-
mations (x y)»—»xe,+k+1 v'e;, (x, y)eRHka ,i=1, ,I+k,
Jj=1, , m.

Note. It is not assumed that ?;(C(O)) cC A .

For any open Q C C where C = C, x R" ¢ ?;(C(O) for some ¢ > 0),
we let CZ(Q; C!) denote the maps u € C*(Q; R***) such that u(x, y) €
(Tx 1) C)* for each (x,y) € Q, and C*(Q; Cé‘ ) is defined analogously
for any open Q C C,. Thus CZ(Q; CJ‘) is just the set of C? sections of

the normal bundle over Q C C, and CZ(Q; Cé‘ ) is the set of C? sections
of the normal bundle over Q ¢ C,. A, and ACO will be the usual (normal)

Laplacian operators on such normal sections. For u € CZ(Q; CJ‘) we
define

graphu = {(x, y) + u(x, y): (x,y) € C}.
We let £, é?'co and note the minimal surface operators on Cc? (C; CJ‘)

and CZ(CO; Cé‘ ) respectively (i.e., the Euler-Lagrange operators for the
area functional of graphs of normal sections over domains in C and C,
respectively), and let 2, 3 be the linearizations of &, éco at 0.
Thus using variables (x, y) = (rw y) €R" >< R”, r=|x|, o =|x|""x

and letting A, be the Laplacian E (8/0y ) in the y-variables, we have

v = Av +£”Cov,



CYLINDRICAL TANGENT CONES 595

with
Fv=A,v+ q(w)v
' T g, 2
1 o I-10v 1
= oy (r W) + F(sz + g{w)v),

where g(w): (T, wZ)l - (T wZ)l is the zero-order operator given by
(w, g()(v)) = trace A (w)" o A (v), for any v, w € (T T)", with
A, the second fundamental form of X (thought of as an operator from
(T wZ)l — Hom(T 2, T %) in the usual way). The operator A; + ¢(w)
appearing here will henceforth be denoted % ; notice that % is a self-
adjoint elliptic operator on the normal sections Cz(Z; Cé) of the normal

bundle of the smooth compact submanifold X of Skl
values of —.% form a sequence

, SO the eigen-

/115/123/133'”3/1165”': lkTOO,
and there is a corresponding complete orthonormal sequence of eigenfunc-
tions ¢,, ¢,, @5, -+, ¢,, - (orthonormal with respect to the Lz(}:)-
norm). :

There is an important method of generating solutions of the equation
,i’”cov = 0, analogous to the method in Riemannian geometry of generating
Jacobi fields by taking the initial velocity vector of a one-parameter family
of geodesics, as follows:

Suppose {M,} (=1, 1)} is a one-parameter family of /-dimensional

minimal submanifolds in R'** with M, = C,, and suppose that, for small
enough ¢, M, can be expressed as the graph, over a domain Q, C C,,
ofa C? (L,; Cé ) function wu,; thus u, is a smooth section of the normal
bundle of C, over Q, and M, =graph u, = {x+u,(x):x €Q,}. Sup-
pose also that u,(x) dependsina C ! fashion jointly in (x, ¢), and that
the Q, engulf allof C; as |¢| | O in the sense that |J Mo<jei<s §2 = Co -
Let v be the initial velocity given by v = du,/dt|,_,. Then v satisfies
the equation ,C/CO’U =0 on all of C;. An important special case of this
general principle is as follows:

1.13. Example. Assume that the family {M,}, satisfying the general
conditions imposed in the above discussion, is a family of minimal cones
{C,} all with singC, = {0} . In this case the initial velocity v is a function
which is homogeneous of degree 1 in the variable r = |x|; that is, v =
re(w), where r = |x| and w = 1x|_1x.



596 LEON SIMON

Remark. Such families C, can be obtained for example by rotations
of C,; thus C, = (expt4)C,, where A is any fixed nxn skew symmetric
matrix, gives such a family. In this case we get v(r, w) = r(Aco)l , W€
C,, where ( )l means orthogonal projection onto (TwCO)l

In the main technical lemma, which we now state, we need an addi-
tional condition on Cg]) (like the “integrability condition” needed in [4])
as follows:

Every homogeneous degree 1 solution of Zpov = 0 is
generated, in the manner described in Example 1.13, by a
(i) l-parameter family {C,} of minimal cones, all station-
th)t<1 ’
ary in R™*\{0} , with singC, = {0} and C,=CY.

We can now state the main technical lemma of the present paper; all the
main results about the structure of the singular set proved here are based
on this lemma. The proof of the lemma will be given in §5.

Lemma 1. Suppose that C(()O) satisfies tt. Forany 8 € (0, %) , there are
8y =0,(C*, 8), &y =2)(C?,.#,0)€ (0, 4) such that if M € 4, (C?)
and C € %, (C), then either

(1)

BJO(O, YVN{X €B, :0,,(X)> Gc(o>(0)} = forsomeye B;';Z(O) ,
or there isa C € ‘%80 (C(O)) such that

G) 7" / dist’(X, C) < C6° dist*(X, ©),
M

nB, MnNB,

where C = C(CO, . #)>0, y=pC?, .#,6)>1,and a = o(C?, .#)
€(0,1).

1.14. Remark. For later reference we note that the alternative (i) nor
holding implies

(x+) {0} x {y € R" : [y] < 3} € By, ({X : ©4,(X) 2 O (0)}),

where we use the notation that B, (S) = Uyeg B,(X) for any § c R
and o > 0.

Using Lemma 1 we will show in particular that the following “decom-
position theorem™ follows directly:

Theorem 1. Suppose Cf)o) satisfies 1. Thereare ¢ = e(# , C?), 0y =
S , €YY, a=a(#,C%) e (0,1) such thatif M € #, U, > B,,
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and
(M N B,)

2 .2 (0) 2
-0 .0 <e, / dist"(X,C7) <&,
w,2" co(0) MNB,(0) ( )

then
{X € Bl : @M(X) > @C(O)(O)} =SuT,

with S ¢ L, L a properly embedded m-dimensional C'*° manifold with
Z#"(L) < w,,, and with T C U, B,,j(X,-) Jor some family of balls Bpj(Xj)
such that 3 p;" <1-4,.

The proof of this will be given in §5.

Our first main theorem about the singular set, which we now state, fol-
lows more or less directly by iteration of the above decomposition theorem,
as we show precisely in §6. In this theorem m denotes the maximum
among the positive integers m such that there is a cylindrical tangent
cone C, x R” € .# . m is called the top dimension for the singular sets
of M € .# ; using (1.10) it is easy to check that in fact

(1.15) _ m = max{dimsingM : M € #},

so the terminology is appropriate. Here and subsequently we also use the
notation

sing. M={X :0,,(X)=a and 3 a cylindrical cone ¢(C, xR") €Tan M}.

Theorem 2 (Main Structure Theorem). Suppose m isasin (1.15). Sup-

pose also that, for each cylindrical cone c® = CE,O) x R™ € A, the cross

section Cgo) satisfies the integrability condition ti. Then for each M € A4,
singM is countably m-rectifiable, and sing M has locally finite #"-
measure for each o; further any compact K C U,, intersects sing, M for

at most finitely many o .
- Remarks. (1) sing, M has locally finite # "_measure in the usual
sense that for each X € sing M there is p = p(X) > O such that
X" (sing, M N B (X)) < 0.

(2) Recall that by (1.10) sing M\({J,sing, M) C UT:BIZ(M), and
hence has dimension < m — 1 and is discrete for m = 1.

(3) Note that it is automatically true that singCgO) c {0} if C(()O) is
a cone and Cg)) x R™ C # (because otherwise Cg)) would contain a
whole ray of singular points and then C(()O) x R” would have singular set
of dimensions at least m + 1, contradicting (1.15)), so it makes sense to
require that C(()O) satisfies it.
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Actually we prove in §6 a slightly stronger theorem.

Theorem 2’ . Suppose m is as in (1.15). Suppose also that o > 1 is
given, and that all cylindrical cones c® = CE)O) xR™ e # with B0(0) =a
are such that CE)O) satisfies 1. Then, for each M € 4, sing M is
countably m-rectifiable and there is an open V, O sing, M such that V, 0
{X e Uy, :8,,(X) > a} has locally finite ™ -measure in V..

Remark. We show in (2.1) that, if m is asin (1.15), the set of possible
densities ©(0) corresponding to cylindrical tangent cones C = C; x R" €
A 1is a discrete set, so this result clearly does imply Theorem 2.

An important point is that the troublesome integrability hypothesis i}
is automatically satisfied if m = n — 1 or m = n — 2. For example
if m = n — 2, then any cylindrical cone C = Co'x R” € .# has two-
dimensional cross section C,, so C, must consist of a finite union of
two-dimensional planes U?’:l P, where each P; passes through the origin

and Pj N Pj = {0} for i # j, since the only smooth connected compact

embedded one-dimensional minimal submanifolds of S™1 are the fi-

nite unions of pairwise disjoint great circles. Of course then the integra-
bility condition is trivially satisfied, because the Jacobi field opeator for
the plane P; is just the ordinary Laplacian acting on sections of the nor-

mal bundle over Pj . Since such a plane Pj c R™* has an orthonormal

basis of constant normal vectors n;j ) RN 77,(,’2 4~z » this then means that
the Jacobi field operator _CZCO on Pj is just the ordinary Laplacian act-
ing on the components relative to these constant basis vectors. Thus the
homogeneous degree one solutions of %, V= 0 on P, are precisely the

Frke— 21(1) , where the l(J

are arbitrary 11near functions of x = (x y o 5 X . Any such solution is
easily seen to be generated (as in Example 1.13) by a family C, = Uj~v= ) P}') ,

restrictions to P, of funetions of the form 3,7
l+k)

where P}') = (exptA j)Pj , with A4 ; a skew-symmetric transformation of
R**; thus we claim that IO = (4 j(x))L on P; for suitable

skew-symmetric A R** . R™**. For example x — x’ r;(’ (for any
pe{l,-- l+k} ge{l, - ,l+k—2}) is given by (4 (x))L on P,
where A; is the skew-symmetric transformation x ~ x 11(’ ) _x- 11;’ e s

as one checks keeping in mind the fact that x - 77((,] )=0 on Pj .
Likewise for m = n —1 (when C, is simply a finite union of rays em-
anating from the origin), the integrability condition i} is easily checked.
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Thus we have the following corollary of Theorem 2.

Theorem 3. If m is as in (1.15) and either m=n—-2 or m=n-1,
then for each M € .4, singM is countably m-rectifiable, and sing M
has locally finite #™-measure for each «; in fact there is an open |
sing, M such that V, N {X : ©,,(X) > a} has locally finite #"-measure
inV .

Naotice in particular that the class .7, of the regular sets of mod 2
minimizing currents in R"HE (discussed in §1.4) have m = n — 2 (by
[10]) for any & > 2, and furthermore (by [14]) any cylindrical cone C, x
R Ze &, is such that C, consists of a union of a collection of j pairwise
mutually orthogonal 2-planes in RF*? (any pair of which have only the
origin in common), where 2 < j < k/2 + 1. We therefore also conclude
from Theorem 2 the following:

Corollary 1. Suppose M is the interior regular set of a current T
which is mod 2 minimizing in R™* 50 that T is mod 2 minimizing
in the sense described in §1.4, and M = regT\sptd,T. Then singM
(= M\(M U8,T)) is countably (n— 2)-rectifiable. Also, if S; denotes the
set of all points X € sing M such that Tan, M contains a cylindrical cone
g(Cy x R"™?) with q € SO(R™*) and C, a union of j pairwise mutually
orthogonal 2-planes in R, then dim(singM\(UKKk/2+1 §;)) <n-3
Jor n 2 4, singM\(U,c <k S;) 15 discrete for n = 3, and S; has
locally finite " *-measure for each j.

Remark. Notice that Theorem 2’ actually implies the stronger result
that for each j there is an open VJ D Sj such that singM N {X € Vj :
©,,(X) > j} has locally finite #" *-measure in V.

Finally we note one case where we can capitalize on the fact that the

first alternative of Lemma 1 always fails: This is the case if the following
bold: X, € singM NU,,,

(1.16) 8,,(X,) = =min{0,(0): C=C, xR" € £},

and C¥ = CE)O) xR™ € Tan X, M is such that the singularity O of Cgo) r‘IF1
cannot be perturbed away in _El in such a way that the boundary %, =
CE,O) N S™* 1 is held fixed; that is, when

there does not exist a smooth embedded compact I-dimen-
(1.17) sional manifold-with-boundary M C B, such that OM =

%,
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Then we have _

Theorem 4. Suppose m is as in (1.15). Suppose also that M € A ,
c? = C(O)xR eTanX M satisfies 11, that ©.0(0) = u, u asin(1.16),
and that (1.17) holds. Then there is a p >0 such that B,(X,)Nsing M is
an embedded m-dimensional C'** manifold for some o = o(#) € (0, 1).

Notice that both 1 and (1.17) trivially hold in case m =n—1 and C,
consists of an odd number p of rays emanating from C. Thus we arrive
at

Corollary 2. Suppose the m of (1. 15) isequal to (n—1). If M €
A, CO = C O xRe TanX M with C consisting of an odd number
of rays emanating from 0, and (1.16) holds then there is p > 0 such
that singM N B, (X,) is a properly embedded (n — 1)-dimensional ch
manifold.

We also have the following corollary, which will be proved in §6.

Corollary 3. If V is an n-dimensional stationary integral varifold in
some open set U c R™* and X, € U with 1 < ©y(X,) < 2, then
singV N B (X,) is the union of an embedded (n — 1)-dimensional C"*®
manifold and a closed set of dimension < n—2. If n = 2 we have the more
precise conclusion that there is p > 0 such that either singVN B (Xy) is
a properly embedded C'** Jordan arc with endpoints in 8B p(XO) or else

is a finite union of properly embedded locally C L@ Jordan arcs of finite
length, each with one endpoint at X, and one endpoint in 0B (X,).

Remark. By a properly embedded locally C b@ Jordan arc T we mean
a homeomorphic image of [0, 1] such that for each compact subarc K C T’
not containing either of the endpoints of I" thereis a C L@ diffeomor-
phism of [0, 1] onto K.

2. Technical preliminaries

First we recall some important facts about the set of compact embedded
minimal submanifolds ¥ of dimension /—~1 (/ > 2) which are C?-close
to X, )= C(()O) NS asin §1. For each &, > 0 let

ZW = (graphun §™ " 1w e AP (€)Y,

u(rw) = ru(w)vr >0, we X, ’”|c2(zo) <&},
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7" = the compact embedded (/- 1)-dimensional minimal
submanifolds € §"*7!.

Notice that then, with @ég) the Euler-Lagrange operator of the area func-
tional as in §1,

7' N ?;il) = {graphu N skt

ue CHCY, €V, uro) = ru(w), |u| sy < €0
@’anu = 0} .

Recall also (see, e.g., the discussion of [18]) that, for ¢, sufficiently small
(depending on Cf)o)) , %ﬂ?;i') is a real-analytic variety in ?;il). Hence in
particular for suitably small &, >0 # 1_1():) =% 1_1():0) VX e %ﬂ?;il) ,
and

(2.1) 0:(0) =60 (0) VCe & )y,

where g, = 80(C(0) ) > 0. Also, since £ is the linearization of g ,

we have J = d(e, C(O)) with Jd(e, C(O)) 10 as ¢ | 0 such that if ¢ < ¢,
then

CeZ(C% = cn{(x,y)eB, :|x| >d|y|} = graphy,

where y € C*(Q; (C)Y) with {(x,») e C?: x| >0y} cQcc?,
and by Definition 1.12(ii),
4k
(22) w(x,y) =Y y-me; +ro(@)+R(x,y), r=lx|, o=|x"x,
i=1
for some 7, € R”, ¢ € CX(Z,; (CV)h), with |n,| < Ce, suplg| < Ce,
Zo(rg(@)) = 0, r YR+ |VR| < Ce* for r > 8, C = Cc(C?). of
course subject to the integrability condition {} the possible r¢(w) which
appear here account for a// homogeneous degree 1 solutions v = rg(w)
of ,S?C(O)v = 0, and the additional terms Ejj n; yejL are generated as in
Example 1.13 by rotations exp(t4), 4 € %, % asin Definition 1.12(ii).
Using (1.8), it then directly follows that if (11) holds, if M} €./, Oy, if

C; e %;j(c«’)), where ;1 0, if [y p dist’(X, C,) < 87, where 8,10,

andif 7, €R™, g=1,--- ,[+k, p € C}(Zy; (CN) with Lo (rp) =
0 and |n,| +sup|g| < K, then for some subsequence {i} C {j} we can
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find C, € €, (C,) (r=7(C?, K) fixed) and 4;, 7, | 0 such that
M. n {(x,y) € B, : |x} > d;} = graphu, = graphii,,

where u, € C*(Q,; C}"), &, € C*(Q,; C}') with {X = (x,¥)€C,:|x|>
}cQ,cC,, (X=(x,y)eC,:|x|>7}cQ,cC, and

-1 . .
B (u((x, ») + w(x, ») —a,(x, y) + ¥,(x, »)))
(2_3) I+k L
= Zy -ne; +re(@) + R,
j=1 _
on {(x,y) € c® ﬂB3/4 : x| > 7;}, where sup|R;| — 0 and y,, ¥,
correspond to y of (2.2) with C,, (Nil. respectively in place of C.

In the following lemma, we let .#° denote the set of cones C € .# with
vertex at 0; thus C € Z means C €.# and 7, ,C=C for each 1> 0.
Then we have:

24, Lemma. Let K > a > 1 be given. There are 6: (0,1) — (0, 1)
and R: (0,1) — (2, ) (depending on K, .#) such that if ¢ € (0, 1),
Med, Uy D Bp,(0), 0€singM, and

Z"(M N Bg,) @, R()" —a <),

then X, € {X € B, :9,,(X) > o} implies the following hold.
(i) 0<(0,0") ' #F"(MNB, (X)) —a <& forall p<R()—1.
(ii) There is C € F such that |8.(0) — | < &* and

/ dis?(X,C) <&, pe(0,1],
r;Xl",MﬁB1

and, if m is asin (1.15), for all p€(0, 1] -
(iii) either there is a cylindrical cone C = q(C, x R") € & with
18.(0) — a| < &* and

/ dist?(X, C) < &2,
r;Xl , thBl

or
{X €B, :Gﬂxlpr(X) >a} c {X:dist(X, H) < &}

Jor some (m — 1)-dimensional subspace H of R™ . (We emphasize that
C and H depend on p here.)
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Proof. (i) and (ii) are both easy consequences of (1.5) and the com-
pactness 1.3(b) of .# . (See, e.g., [1] or [19] for similar arguments.)

To prove (iii) we note the contrary implies that for some fixed ¢ € (0, 1)
there are sequences p; € (0, 17, a;, 6j 10, Rj 1t oo, J\lj € .# with
l+aq, < a; < K (o as i (1.7)) and UMJ D BRJ_, and a sequence

X; € B, with ©, (X)) > a; such that, with M, = My, p, M,

(1) 0<2"(M, nBRj)/wnR;.‘—aj<6j,

) /~ dist’(X,C) 2 &° or [8.(0)—a;| >¢,
MnB,

for every cylindrical cone C = ¢(C, x R™) € %', and

(3) {X € B, :Qﬂj(X)Zaj}¢{X:dist(X,H)<£}

for all (m — 1)-dimensional subspaces H ¢ R™**

responding cones CY € % such that

. By (iii) there are cor-

4) /N ] dist’(X,€”) -0 and ©)(0)—a; -0 asj— o,
M,nB,

and by the compactness property 1.3(b) there are subsequences (still de-
noted M, CY) and C, € % such that

(5) M —c, inB, c”-c, inR"
in the sense of 1.3(b). Also by (4) and (5) we obtain
(®) a,, €57 (0) = 8¢ (0),
and
(7) /N dist’(X, C,) — 0,
M,NB,

and hence, by (2), C, does not have the form ¢(C, x R™) € & . Then
(see the discussion preceding (1.10)) we have

{XeC,:0. (X)>6. (0)}cH
for some (m — 1)-dimensional subspace H C R . Then by (5), (6)

and the upper semicontinuity of densities (in the sense that ©, (Y) >
limsup ©; (Yj) for any sequence Y; — Y) we get
J

{X € B0 (X) > o)} C {X:dist(X, H) <&}
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for all sufficiently large j, thus contradicting (3). Hence Lemma 2.4 is
proved.

Subsequently, we use the first variation formula (1.1) in a number of
places; in particular we shall need the following direct consequence of this
formula. (For general discussion of first variation, see [1], [19].) Here let
M e # with U,, D B,, and for each X € M let (g") be the matrix of
the orthogonal projection of R™* onto the tangent space 7, M of M at
X ; then (g”) is a symmetric (n+k) x (n+k) matrix with n eigenvalues

equal to 1 and k& eigenvalues equal to zero, and Z;:f giq gjq = gij .

Notice that thus the gradient operator vM appearing in (1.1) is given at
apoint X =(x,y) e M by
m_ XK 0 = l+k+i,j O
e -V = gu(x:y)_'+ g I’J_Ta J=1::n+k
J lzzl axl ; ayl

I+k m

Then by substituting ®(X) = w (x, y)(x,0), X = (x,y) e R xR" =
R™¥ | into (1.1) directly, we get the identity

z 1 2 2
/ [+ E |el+k+jl v
M =1

I+k PN 9 I+k m ke .
3 1 i ;
=_/M Z §'x'Dyy ‘ZV’ZZ(5n+k+j-g J)XDyjy/

i,j=1 k=1 j=1

1/2
I+k m
i ) L,
sfM — > &'x'D iy +2|(x, 0) ]y (E|e,+k+j|) D, vl

i,j=1 j=1

forany y € Cc°°(B1) , where eljk 4 is the orthogonal projection of ¢, j

onto (T(x WM )" and (x, 0)" is the orthogonal projection of (x,0) onto
4
(T(x’y)M) . Thus
1 2 Itk+j, l+k+j
e gyl =1-g T
and

P Lo mk gLk o 2
(x,0)7]" = E(5ij—gj)xxj=z (Z(5iq—gq)x) ,
i,j=1 a=1 \i=1

since g” = ZZ:II( g"9¢’" forevery i,j=1, -, n+k. Notice that, by

using the above inequality in combination with the Cauchy inequality, we
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1 — 1 2y 2
/ I+5> | ksl |V
M o

4k
< /M (— 3" g7x'D vt +2(x, 0)lI2|DyW|2) :

i,j=1

obtain

(S]]

(2.5)

We now want to make some observations about the extent to which we
can initially take M € .7 (C(O)) to be represented graphically (via a normal

section over a region in a given cone C € %(C(O))) , and some initial L*
estimates for such normal sections.

2.6. Lemma. Suppose y,B,71 € (0,1) are arbitrary with 7 <
(1 —9)/10. There is g, = EO(C(O),%’, v, B,17) € (0,11 such that if
C=C/xR" ¢ %80(C(0)) and M € /lgo(C(O)), then there is an open
U c Cn B, with the properties

(x,y)eU=(X,y) e U whenever (X, y) € Cwith |X| = |x|,
{(x,»)eCnB,:|x|>1}CU,
and such that there is a u € C2(U; Cch) with
MnB N{(x,y):|x|>1} CgraphuC M, supr—1|u| +sup |[Vu| < 8,
and
/ A Awasc| & c-ce® .,y p;
MnNB\graphu UnB, MnB,
note in particular that C is independent of 1. Here r(x,y) = |x|,
d(x,y) =dist((x,»),C), (x,y) eR™ xR".

Remark. Notice that by using the standard elliptic L* estimates for
u we conclude from the above that

1/2
Hausdorff distance (M N B, (), CN B, 4(e)) < C ( / dz) ’
MNB,

whenever e € C; x {0} with |e] <1/2.
Proof. Consider M € /IQO(C(O)) and C=C,xR" ¢ geo(C(O)) , where

for the moment ¢, > 0 is arbitrary. For each x, p € (0, 1], (€ R™, let

T p’K(C ) be the torus defined by

(1) T, (0) = {(x, ») e R™*xR" : (Ix|- p)* +Iy=LI” < 6 (1-7)*p"/4}.
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Let U be the union of all Tlél 1/Z(C) NC overall (£,{)eC nBy -such
that there exists 4y € CX (T 34(0); C*) with

(2) Mn Tél l/z(i)cgraphum ¢ CM
and
-1
(3) 1] sup  |up J+  sup [V | < B/2.
AT, 340 €Ty, 374

Let u ¢ C2(U; Cl) be defined on T T 1/2(C)ﬂC by
4) UT 120 NC =y [Ty 1p(E)NC.

By unique continuation of solutions of &.u = 0, (4) makes sense as a
definition and does give a C*(U; Cl) function u#. Notice also that since
M e /VBO(C(O)) it follows from (1.8) and 1.3(b) (see also the remark fol-
lowing Definition 1.11) that

{(x,y)eCnB, :|x|>1}cU

and
MnB,N{(x,y):|x|>1} Cgraphu c M

as required, provided that gy = &y(T, 7, B, c© , #) is chosen sufficiently
small. Of course by definition we have

(5) sup e~ fu(x, v)| + sup|Vul < £.

Furthermore, if (£, {) eCn By NnéeU, then

© &>, c=cc?, ),
MnTm ](C)

because otherwise by (1.8) we would have Upe) ¢ S in (2), (3), thus contra-

dicting the fact that (¢, {) € CﬂBy NAU . (Notice that CN{0} xR" = &,
s0 |&| > 0 here.) Also, for such (¢, {), since |¢] < 7 < (1 —)/10 and
#"(MnB) <2 (CYNB,)+1 by Definition 1.11, we have by (1.5)

(7) / A <clEr?, c=c@?).
UNB,(0,0) :
But also |Vu(x, y)| < g for (x,y) € U by (5), so (7) implies

) / Avalf < Y™,
UﬂBmm(O {)
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with C = C(C?, .#,7) and then from (6) and (8) it follows that

9) Alvul’<cC &, c=cc®,#,y.8),
UNB g (0,8) MNTg ()

whenever (£, () eCn By NoU . Since
{(x,») e UnB, :dist((x,y), B ,NovU) < < 3ix|}
c U B2|x|(0, )

{(x,y)eCnaUnB,}

and

Bye (0, 8)N By (0, 8) =D = T | ((E)N T (&) =

by virtue of the “5-times covering lemma” ([9] or [19]) and (9) we obtain

(10) / Avat<c [ &
{(x,y)eUnB, : dist((x, y), B,ndU)< Jil MnB,

But, for any (x, y) € B,nU with dist((x, y), B ,nov) > 2|x| from (3)
and the standard L’ elliptic estimates ([12]) it follows that

1-—
/ Plvul < ¢ u?,  pe (0, %) :
CNB,,(x,¥) CNB,(x,y)

By covering the set
{(x,y)eUﬂBy:djst((x,y),B nov) lel}

by a countable collection of such balls {Bp /2 (x,y)} in such a way that

the corresponding collection {B (X ¥)} can be divided into C = C(C(O))
pairwise disjoint subcollections, we thus conclude that

/ Plvu’<c |y
{(x,y)€UnB, : dist((x, ), B,naU)> J7l UnB,

2
<C d,
MnNB,

(11)
where C = C(C?, 7).
Now again consider (£, 7) € CNB,NJU. Then (6) and (7) imply that

/ A<C &, c=cce®, .2, p).
MﬁBlom(O,C) MﬁTlCl,l(c)
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Note that, by (2), the union of Mr‘lem(O, {) over (£,{)eCNB, N3V
contains M N By\ graph u. Hence using the 5-times covering lemma as
before, we conclude that

(12) / A<c| &
MNB\G MnB,

The proof is now completed by adding (10), (11), and (12).

In the proof of the decomposition theorem (Theorem 1), we shall need
the following covering lemma, in which we use the notation that if Q =
E+[-p, pI" is a cube in R™, then

e(Q) = the edge length of @ = 2p,
and
Q(N) the N-times enlargement of Q =¢ +[—Np, Np]™
Also, if & is a collection of cubes, then
e =10":gee}.

All cubes considered here are closed and will always have edges parallel to
the coordinate axes, unless otherwise explicitly indicated.
2 7. Lemma. Let § = 1 /2N for some integer N > 4, let Q, =

~1, 31" be the unit cube in R™, let F C Q, be arbitrary, and let &

be any collection of cubes of edge length < g such that F C gy, Q. and

Qe& =3Jacube Q, Cc Qwithe(Q,)>8%e(Q)and QNF =J.
Then there is a collection @ of subcubes of Q, such that
(i) Fc )0,y e " <1-8"",
Qeé Qe@

and
(i) Qe Q=30 €@ withQc 0 and %e(Q) <e(Q) <e(Q).

Proof. Foreach j=1,2,.-. let %”j be the collection of 2™ con-

gruent subcubes of edge length 27/ obtained by repeated subdivision of
the unit cube [%, %]m. Let &, = @ and for each j > 1 let 9’; be the
collection of cubes in ‘Zj which intersect at least one of the cubes in é"j ,
where

g ={Qe@:1/2" <e(@ <12}, j=1,2,--
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Notice that P € &, = 3P, € 9’3 with
(1) PNP#& and P, DQ,,
where @, is a cube contained in some Q € @’J such that FNQ, = I
and e(Q,) > /ZJ Now we define subcollections é’? C 9‘3 as follows:
9”0 = (&, and, assuming P sttty é’?_l are already defined, let é’? be
the collection of all P € 2, which are not contained in |, (U Pes P).
Let ég= U}':léi;. Notice that U, 5P = Upc» and tlgt the cubes
in & have pairwise disjoint interiors. We divide each 9‘@ into three
subcollections:
f‘fj = those cubes P € é’? which contain a cube Q,, where (as in (1))
Q, is contained in some Q € é’J and FNQ, =9, e(Q,) > 5/2j ,
%, = those cubes P € é’?\% which are such that there is P, € é’? as
in (1), and
7= P\ U ).
Let £=U, %, Z=U_ % ,and 7 =, 7. We claim that
2) UpPc U PP ana |JprclPr?.
Pe7” PeBUE Pe# Pc¥

In fact the second inclusion is true by the definitions of % and ¥ . To
prove the first inclusion, take a cube P € WJ Since 710 = & for the

smallest i, such that é’?o # & and any cube in a Wq must intersect a

cube in é’zl for some ¢’ < ¢ by virtue of property (1), by definition we

can find a sequence {P eﬁ} Sy With j=j, > >j,=j-1,
i>N-12>1, j 693’ UZI,P NP, #@andwﬁhP e%
forall g =1, N 1. Notlce that then the sum of the edge lengths

Ef;:ll e(ij) is <1 E' 12 e(P;,_;) < e(P,_,), so that P, C PJ(_I., thus
establishing the first inclusion of ( ).

Now by (2) we have

SeP)"=>e®P)"+ > eP)"+ > eP)"

Pes Pez Pe® Pe7

<(1+3" 423" S e(P)" <3 Y e(P)".
PeZ Peg
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On the other hand since each P € % contains a cube Q, of edge length
) /2j = 27UN yith Q, NF = &, by subdividing each of the cubes in
P e P, into 2~ N+Dm ongruent subcubes (each of edge length 277 ~7/~1)

b

we obtain a new collection . with

Z e(P)m _ Z e(P)m < 32m+1 Z e(P)m

PeF PeF Peg

and

Z e(P)m 22_(N+1)mZe(P)mE (%)MZE(P)M.

PEF, PNF=0 Peg Peg

Thus if we let _
Z<={PecP:PNF +2},
then
3) S e(@" <3 S e(p)",
Qea Pc¥®
and
@ X ez (3) Ter 2 Te@ )
~ _ —\2 - ‘. ’ )
Pe\G Pe¥ Qgee

Since Epeﬁe(P)m <1, (4) gives

Z e(Q)m < (1 +62m—1)—1 < 1 _62m.

Qeag

Furthermore by construction each é € @ is contained in Q(S) for some
0 e @ with 2 "*Pe(Q) < £(0) < e(Q), so the proof is complete.

3. L’-estimates
The main L’-estimates are as follows.

3.1. Theorem (Main ? estimates). Suppose y,7,a € (0,1) are
given. There are &, = eo(C,(O) My, T), By = BO(C(O)) € (0, 1) such that
ife<eg, C=CyxR" ¢ Z(CY, M e #(C?), and U, u are as
in Lemma 2.6 with B = f,, then the following inequalities hold for all
Z=(¢&,ne By, with ©,,(Z) > ©.0(0) :
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(1)

2 N1 2 d*
¢ +/ e : +/ —_—
| | MAB Zl 1+k+]| MﬂBy |X—Zln a

v j=1

2
v R (MY e[ &, R=Rex =il + bF
uns, OR MnNB,

(ii) / Iu(x’y)_él(-’i’y)lz <C d2,
_ {X=(x,y)€CNB, : |x|>7} |X — Z|"+e MnB,

where él(x, y) means orthogonal projection of (£, 0) onto (TXC)l, and
C =Cky,a, c® ,#) > 0 is a positive constant not depending on t;
notice that éJ‘(x , V)= Zi’;’; & e;‘ (x,y) depends only on w = |x|—1x and
noton |x| or y.

Before we prove the theorem we state and prove an important corollary.

3.2. Corollary. Let a,7,6 € (0, %) be given. There are & =
eo(CO, ,v), B, = B,(C?) € (0, 1) such that if C € Z(C?), M ¢
/V(C(O)) with ¢ < min{¢,, 6}, u is as in Lemma 2.6 with § = B, and

€

y = 3, and hypothesis (xx) of Remark 1.14 holds with &, =6, then

2
. U—K 2
(1) / | 1+2—<|1 <C d,
{(x,y)=(r@,y)€CNB, ), : r>1} T MnB,
.. d* 2
(i) | dmscf &
M0B,, 15 © MnNB,

where C = C(a, # , CY), ry =max{r, 6} (=max{|x|,d}), k(x,y)=
Zf;’; xj(r,y)ej‘ with x; : (0, 1) x B{*(0) — R satisfying sup|;cj|2 <
C fMﬂBl d*, and ejl(x,y) is the orthogonal projection of e; onto
i
(T, €)™
3.3. Remark. Notice that (ii) implies

/ P <C 5 / dz’

MN(Bj** xR™NB, MnNB,
with C independent of ¢, so that the part of M N B, 2 close to the
subspace {0} x R™ contributes little to | MO, d? if the hypotheses of

Corollary 3.2 hold with 4 small enough (depending only on c® , M) .
Proof of 3.2. To prove (ii), note that (i) of Theorem 3.1 implies that

aa l<c[ & pew, b,
MnB,(0,2) MnB,
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for each z € B;'/'z , because by (*x) of Remark 1.14 for any such z we
have Z € {X : ©,,(X) > O,0(0)} with |Z - (0, z)| < &. Since we
can cover B, r1BII)“/L£c xR” by N < C(n,k)p~™ balls B, (0, z;) with
|z,| < 5 such that the collection {B,(0, z,)} decomposes into < C(n, k)
pairwise disjoint subcollections, this implies that

e | s<cf &, pee. b,

MNB, ,N(B,S xR™) MnB,

and the required result (with 2 in place of a) follows by multiplying by
p—1+°‘ and integrating with respect to p.

To prove (i), for p € (5, 41) let Bp(O, zj) be the same cover as we used
above in the proof of (ii). By inequality (ii) of Theorem 3.1 for each j

we have ¢ = (5}, -+, &) € R™ such that
2 i 12 2
@ o uro, ) =Y Eerf<c [ &,
U,NB,(0,z,) i1 MnNB,

where Ti1(&))° < C fyynp, d° and U, = {(x,y) € CN By, : |x| >

t}. Thus if for each fixed (r,y) we let k'(r,y) be selected so that
Y, v) < C Juns, d* and
I+k I+k
i 1.2

/ lu(row, y+) — in(r, y)eiJ'l2 dw= inf/ lu(row, y) — Zl e |"dw,
X i=1 z i=1

where the inf is over all 4 € R™** with Y3;X{(1)’ < C [y, d”, and
E=C)n ikt , then from (3) it follows that
I+k

—n—2+a j 1.2 2 .
@ / ux, ) = S K (r, e sc/ & .
U,nB,(0,z,) i=1 MnB,

Summing over j in (4) we thus get
I+k

—1-2 ] 1,2 2
P +a/ Lk |u(x:y)_le(r:y)ei "< C d-,
U,N(BLExR™) P MnB,

and again the required inequality is obtained by multiplication by p‘”“

and integrating with respect to p.

Theorem 3.1 will be proved by combining the two Lemmas 3.4 and 3.9
below. :

3.4. Lemma. Suppose o, y,1€(0,1). There are go=80(c(°),/g’ 7,7)
and By = Bo(C9) > 0 such that if C=C xR" e £(C?), M e #(C?)
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with ¢ < &5, ©,,(0) > ©.0(0), and U, u are as in Lemma 2.6 with
B =B,, then

/m R (9%—/1312—)>2 * /MnB R_n_%I(X, W

m
4 2 —n=2+a ;2
+/ Sty +/ Ry
MnB, i MnB,

2
<C d-,
MnNB,

where C = C(C(O) ,a,?), R=R(x,y)= \/|x|2 + |y|2, (x, y)l means
orthogonal projection of the radial vector (x,y) onto the normal space
(T yM)" of M at (x,y), and d(X) =dist(X, C).

Proof. Recall (see, e.g., [1] or [19]) the following version of the mono-

tonicity identity for M € .# ; namely, if M € .# with U,, D B i then

W e [ R P [ VMR - (0"
MnB, dp Juns,

d
=4

-1
#"MnB)-ICYNB)), ae pe(0,1].

If w:R — [0, 1] is a decreasing C' function with v =1 on (—oo,
(1+7)/2) and ¥ =0 on ((3+7)/4, co), by multiplication by y>(p) and
integration with respect to p this implies

1
/ W) / R x, )y P de < / v (R) / v (R).
0 MnB, MnB, cOnp,

Since ¥ =1 on [y, (1 +7)/2], this gives

-11— —n- 2
@ [ R Tt [ V- [, v®.
MnB, MAB cnp,

1

Now we use (2.5) with ¥ = y(R), so that Dy = x'y'/R and D,y =
y'w'/R. Then (2.5) yields



614 LEON SIMON

1o, &
/MﬂBl (l+ Ezle”kﬂl ) v (R)

I+k
1.2 12_ U i .I
<cf 10T w) 2 MnBR ,,Zlg
<C 10 PR+ R 2/ PR w(R)V(R),
MNB :

where (x,0)" means orthogonal projection of (x, 0) onto (T(x’ M )L
for any point (x, y) € M, and we use the fact that

I+k I+k
Zg 'x'x —r+z:(gU x'x' =7 - |(x, 0)|
i,j=1 i,j=1

If (x,y)=(x",y)+u(x',y) e G=graphu, then

@ (x, 0" = u(x', ¥) + (P ) = Q)X 0),

where P(x » and Q(x ) denote respectively the orthogonal projection
onto (T}, y)M)“L and (7T, o y)C)‘L. Since |[Vu| <1, we have ||, , —
Q(x,’y)” < ClVu(x', y)|, C = C(n, k), and hence from (3) and (4) it
follows that

lem, Lt 2] 2 2 2 2
I+ = e ; v (R SC/ u|"+r|Vu
/m,( 2§|,+k+,1) ®@s<C [l +r )

+C ) PR 'w(RW (R),
MNB\G GNB,

(5)

where G = graphu and % = (3 + y)/4. Now since C; is a smooth cone

with volume element '~ drdw where dw denotes the volume element
of X, by a one-dimensional integration by parts we deduce that

I /C 0 0(r) = 2 /C o(ne'()

provided ¢ € C*(0, co) with ¢ = constant in a neighborhood of 0 and
¢ = 0 in a neighborhood of co. Using this with ¢(r) = w(R), R =

\/r2 +|y|* for each fixed ¥ and then noting that o'(r) = r_ly/'(R) , after
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an integration with respect to y we conclude that

(6) I v (R) = -2 rR™
cnBs, cnBs,

'W(R)Y'(R).

We also need to note that the volume element of G is \'/Zg‘rl_1 drdw,
where /g = 1+ E, with |E| < C(r *|u* +|Vu|*), and that r, R at
a point {x,y) + u{x,y) € G are given by P o= |x|2 + |u(x, y)|2 and
R = |x|2 + |u(x, y)|2 +] y|2 respectively. Thus for example

[ PRy ®= [  ZRTWRWRIVE,
GNB UnB,

where 7, = [x|" + |u(x, y)I* and Ry(x,y) = |x” + u(x, p)I* + |y, and
by using (6) in (5), and keeping in mind that |u(x, y)| < |x| in U by
definition, we deduce that :

1

—1 7 1 2 2 2
(21) /W Sl 2+ /MnBl WA (R) - /C W

y j=1 t
< c/ ({2 + V) + C 2.
UnB, MNB\G

and by (2) and Lemma 2.6 with # in place of y we obtain

m
7 / R"2 x,yL2+/ e, |P<C d*.
(7) s, |(x, ¥)7 MnBle+k+,l

S MNB,

Next we establish the required bound for [,/ . R™"2**3%  First notice
b4

that d: R — R, defined by 4(X) = dist(X, C), is a homogeneous
degree 1 function of |X| with Lipschitz constant < 1, as a function of
X = (x,y) is independent of the y-variable, and is smooth in x in the
. conical region

K, ={(x,»)e R"™\{0} x R”: dist(X, C) < ¢,|x|}

provided ¢, is small enough, depending only on ' Thus we can easily
construct a smooth homogeneous degree 1 function d: RN"”‘ — R with
d = d in the conical region KEO and with C'd(X) < d(X) < Cd(X)
and Lipd < C everywhere, where C =C (C(O)).

Now in the identity (1.1) take ®(X) = (*R™""d*X/R*, where { €

n+k
C*(R™*) with {=1 on B, ,, (=0 outside B,,and |[V* (| <C,
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C = C(y). Notice that a’ /R2 is smooth and homogeneous degree zero
away from the singular axis {0} x R™, and hence

n+k

(8) ZX’D = =

Of course since Lipd < C and d < CR we also have
n+k
9) |V® d/R| <2C/R.

n+k
Since div,, X =n and ]VMR| < !VR R| <1, (1.1) in combination with
(8) implies

a/ CzR—n—2+aa;2
MnNB

—n+an+k i 2d d i
S/WIR ZX((«S,-,. N2 e, % - 28 c DL

i,Jj=1

and by Cauchy’s inequality and (9) this yields

/ R < C/ (CzR_n_2+al(X, y)L|2+R—n+ad2|VMC,2),
MNB MNB,

with C = C(C , o). Using (7) with (1 +v)/2 in place of y, we then
have the required inequality.
It remains only to prove the bound

—n {Ou/R\? 2
10 R’ ”( ) <C d.
(10) UnB, OR ~ Jmns,

This is proved as follows. First we note that the expression (x, y)L ap-
pearing in the inequality (7) can be written on graph u as (x'+u(x’, y), y)L
where x' denotes the nearest point projection of x onto C,. Now with
R=|(x",y)| and ®(x, y) = (x,y) = (x' +u(x',y),y) we see that, be-
cause ® maps C into M, we must have d®(x’, ¥)/8R € T, M, and
hence (8(®(x', y)/R)/OR)" is the same as —R (x, y)". But on the
other hand, since R_l(x' , ¥) is homogeneous of degree zero with respect
to R, the expression &(d(x’, ¥)/R)OR is just d(u(x’,y)/R)/OR, and
hence we obtain the identity

(x,»)" =-R <8R<u(ny)))’ x',»eU.
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’ . ’ 1
However, u(x", y) is normal to C at (x', y), and HP(x’y) - Q(x,,y)” <3
provided B, = ﬂO(C(O)) is sufficiently small where P(x, oy Q(x,’ »

are as in (4). Thus
8 fux',y)
dR R

and the remaining inéquality (10) follows from (7) and (11).

b

(1) 06, 1)1 2 3R

In the following lemma we are going to consider a point Z + (&, ) €
sing M N B, /4> where M € /VE(C(O)) . Notice that then by Lemma 2.6 we
" have |¢] =dist(Z, {0} x R") < &, with 6 = (e, C?Y) > 0 as ¢ | 0. If
we take suitable ¢, = £,(C'?), 8 = 8(C”) € (0, 1), and if C= C,xR" €
g;o(c(")) and X = (x, y) € R with |x| > §7'(J¢| + (X)), then

(3.5) dist(X, 7,C) = |(x, y) — (x', ¥) — | +R,

where x’ is the nearest point projection of x onto C,, 7, the translation
X — X —Z, & is the orthogonal projection of (&, 0) onto (T O)C)J' ,
and

(3.6) IR <Clx|”'ef?,  c=cc?).
Since |(x, ¥) - (x', )| = dist(X, C),

(3.7 | dist(X , 7,C)| > [¢™| - dist(X , C) — |R].
Notice also that by the triangle inequality,

(3.8) | dist(X , 7,C) — dist(X, C)| < |¢|

for all X € R***, because 7,C = Te.0C-

3.9. Lemma. Thereis ¢, = 80(C(0) , #) >0 suchthatif C= CoxR"' €
%(C(O)) and M € /VE(C(O)) with € < &, then for any Z € singM N By
with ©,,(Z) > ©.0(0) we have the inequality

dist’(Z , {0} x R™) + /

MnB

d.<cC i, c=cc9, .2,
g MnB,

where d,(X) = dist(X, t,C), with t, the translation X — X — Z.
Proof of 3.9. Since M €4, (C') and the cross section C{” has only
the isolated singularity at 0, we must have a constant ¢, (C(O) , # ) such
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that for every a € R, p € (0, }) and Z € singM n By, , there exists
& = &P, C(Q)) so that

(1) lat| > d,lal on a set of measure >,p" in M N B (Z);

here, as in (3.5), aJ‘(X } is the orthogonal projection of a onto ( Tx,CO)L
for X = (x,y) € Mn B, with |[x| > Cd(X). Indeed if no such 4,

exists we would have (1) failing with § = j_1 and with sequences a; €

sk 10, M, C e %SA(C(O)), Z; in place of a, &, M, C and
7

Z respectively. Thus |ajL| < j'1|a ;| except on a set of measure < j‘lp"

in M ;NB (Z j) . After passing to a subsequence we have a ,—ac gkt

which together with Lemma 2.6 shows that Z = (0, z) for some z with
|z| < 1. Then from 1.3(b) and Lemma 2.6 it follows that ¢~ = 0 on C{",
where aJ‘(x , ) denotes the orthogonal projection of a onto (T(x’ y)C(O))J‘
for (x,y) € C®_ But this would imply that Cgo) is invariant under

translations in the direction a, contradicting the fact that sing Cgo) = {0}.
Thus (1) is established. We use (1) with a = ¢, where Z = (£, ) is as
in the statement of the lemma.
With p, € (0, §) and ¢, = ¢,(p, c9 #)> 0 sufficiently small, (1)
with p = p, yields
skl <C &
MnB, (Z)

with 6 = 6(C?) € (0, 1). Thus by (1.5), (3.6), and (3.7) we have
) e <c i+ coltvc [ d.
MnB, (Z) MNB,

But by applying Lemma 3.4 with 7, R /2M in place of M and using (3.8)
we obtain

(3) pg”‘“"/ d,<C d> < C/ d + .
MNB, (Z) MnNB, MnB,

Notice that here C = C (C(O) , #) does not depend on p,. Thus combin-
ing (2) and (3) yields
(4)
Po<ac [ dvcp v pielel,  c=cc?, ).
N 1
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Since by Lemma 2.6 (see the discussion preceding the lemma) we know
already that

€| < 8(ey, €, #), with 5, C”,.#)|0ase |0,

by choosing p, suitably small (depending on c® , #) from (4) it follows
that

P <c d’
MnB,

provided &, = e,(C?, #) is sufficiently small, and by (3.8) we also have

/ i<2f  drcpp.
MnB, MnB,

The required inequalities are thus proved.

Proof of Theorem 3.1. First select Z = (¢, n) € By, with ©,/(Z) >
B0 (0). Note that by Lemma 3.9 we have

(1) 1 =dist’(Z, {0} x R™) < c/}m &, c=ccc?, .2,

Also, by applying Lemma 3.4 to Nz .1 +M , and using (3.8), we obtain

d2
(2) / L < C/ 4,
MnB,(2) |X — Z|"7" MnB,

where d,(X) =dist(X, 7,C), 7, asin (3.5). Of course this implies
2
/ "—dz—n_—a <c| &,
MnB,,(z) | X — Z] MnB,
and since d,(X) < d(X) + || by (3.8), this together with (1) gives that .
2 .
(3) / ——dT_ESC/ @, Cc=cc” 2, 0.
MnB,,(2) | X — Z] MNB,

Next we prove the last inequality in Theorem 3.1. Notice that by (3.5)
and (3.6) we have

dy((x, ) +ulx, ) = lu(x, ») & + R,
where |I~2| < 1_1C|§|2 for (x,y) € U,, and hence (2) implies

1.2
(4) L ,u(xzy)_é ,

NB,,4(Z) X — Z|"+2—a

—2. .4 1 2
<Ci e S S / >
o U,nB,,2) |X - Z|" MnB,
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Since |X —Z| > 7 in U,, assuming (as we may) that ¢, < 7 , we thus
deduce

_2 .4 1 1
T “|¢]

—4,..4 2
—— <7 == < CIE
U,nB,,(Z) | X — Z|"tre <l cnB,(2) |[X = Z["™°

<c | d by,
MnB,
where C = C (C(O) , 4 ) ; notice that C does not depend on 7. Hence the
last inequality in Theorem 3.1 is proved.

4. Linear asymptotics

Let C¥ = C¥ x R” € .# be as in §1, let Z.o be the Jacobi-field
operator of §1, and let X, = Cf)o) nS™*=1 . Here we consider solutions v

of the equation Z(v = 0, subject to L? restrictions of the type given
for u in Theorem 3.1. For example, for Lemma 4.2 below we assume

2
lv — x|
(4.1) /C(O)mg1 TTa < oo

I+k

Ll x,(r, y)e; , with x; bounded.

forsome a € (0, 2), where x(x, y)=>_
Our first aim here is to analyze the homogeneous degree 1 solutions of

Z.wv =0 subject to (4.1); the main result is as follows.

C
42, Lemma. If v € C2(C(o); (C(o))J‘) is a homogeneous degree 1
solution of Lwv =0 on CO, and v satisfies (4.1) for some o < 2, then,

for 1> 2,
I+k

v(x, )= v ne +ro(w)

i=1

for some ng, -, n, € R"™ and some ¢ € C°°(ZO; (C(o))J‘). Ifl=1
the same conclusion holds under the additional hypothesis that
2
lim . Zv(rw,y)=0
ri0 arayl WEL,
Joreach i=1,--- I +k, uniformly for |[y| <1.

4.3. Remarks. (1) Of course ¢ must be an eigenfunction of _Lzo

with eigenvalue /-1 if [ > 2.
(2) In case / = 1, when X, consists of a finite collection of points

{w,, -+, oy}, the statement ¢ € C*(Z; (") should be taken to
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mean that ¢ is any map £, — R*™ such that g(w) € (T(w,o)C(o))l at
each of the points w = w ; of ;.

(3) No conclusion like that in Lemma 4.2 above can be drawn without
the additional hypothesis if / = 1, m > 2. In fact in this case if p
is an arbitrary C*°(S™') function with Jgm-1p(w)dw = 0, then there

is a homogeneous degree 1 solution v of L_.gv = 0 having the form

c®
v(rw, y) = ry(y/r)e’ , where e € R'™ is arbitrary, and ¥ € C*(R™)

with |z|_lt//(z) ~p(|z|_lz) as |z| — oo; more precisely,
1217 w(z) = p(z| ') < Clzl™ for|z] > 1.

One can check that then the L’ restriction (4.1) holds with x(z) =
p(|z}_lz)el . On the other hand we can easily verify (although we shall
not make use of it here) that the additional hypothesis is not needed in
case [=m=1.
We first dispense with the case / =1 of Lemma 4.2. :
Proof of Lemma 4.2 for | = 1. Incase [ =1, %, is a finite set of

points {@,,--- , Wy} in Sl+k, so C¥ js just a union Uf;l Hj, where
H; = {(rwj, y):r>0,y¢€ R"_l} is an n-dimensional half-space in
R™* with 8H; = {0} x R" foreach j=1,..-,N. The equation
Zeov = 0 in this case is simply Av = (Avl , e ,Av"+k) = 0, with
v=", -, v"™) normal to H; on H, foreach j=1,-.-, N. Thus
in this case v is a homogeneous degree 1 function satisfying
Avi=OonHj, i=1,.--,n+k, j=1,--- | N,
and
! -3+ 2
(1) / / r T v(re;, y) - k(re;, y)Tdydr < oo,
o Jer
with -
1+k N .
! l
K(ro;,y) =) x'(r,y)e; onH,,  suplk']<oo,
k=1

together with the additional hypothesis that lim, , %}7 Zj.vs o(rw;, y) =
0. By the reflection principle this means that

) N
w(r,y)= 8—y72v(rwj,y)
j=1
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extends via even relection in the r-variable to a homogeneous degree zero
harmonic function on all of R", and hence must be constant. Thus

N n—1
Zv(rwj,y)zra+Zy'bi
j=1 , j=1

for some a, b; eRHk x {0}. Foreach j=1,---, N, let Pj: R'*F

{0} — R'™F {0} denote the orthogonal projection of R « {0} onto

the orthogonal complement of the n-dimensional subspace containing the
half-space H iz (1) evidently implies

p
) i —3—a/ /
(2) im p o Jar

where #(r,y) = (;'c1 ,o sk, 0), with k' as in (1). Notice that in
particular (2) implies that each b, is in the subspace {Z;V:l P(c):ce
R1+k

2

N ‘ n—1
Y PiR(r,y) =Y _¥'b| =0,
j=1 i=1

1+k

x {0}}, so in fact (2) can be written

. —3—a ’ d - = i
lim p / / P |&(r,y)— ) yec dydr=20
rlO 0 B[t—l er.:l J ) ; 1

for suitable ¢, € R™™ x {0}. But then
N Y 4 Y
o™ [, 2

N

P
=1 -1/ /
l}?gp o Jp*! (Z
1 j=1
= i
‘ (k(r, y)_zy cl')
i=1

because # is bounded. Thus.

2

n—1
P, (k(r, y) — Zy'ci) dydr
=1

n—1
(ﬁ(r, ») —Zy'ci))
i=1
r=0,

Pj
dyd

2

p n—1
1im“// Pk, ) =S ve )| dydr=
e | wo | k(r,p) ;yc‘, y‘r 0
foreach j=1,-.-, N, and, by (1) again,
lim ! ’ = :
;fg/) /0 /B['_l v(rwj,y)—gijci dydr=20




CYLINDRICAL TANGENT CONES 623

foreach j=1,---, N. Since v(rwj., y) = Z;:llyinc,. is harmonic on
{(r,y):r>0,y¢ R"”l} , it follows (for example by using a Green’s rep-
resentation formula on the half-ball) that v(rco ;> ¥) extends continuously
to r = 0, with boundary values Y, 'y'p ;- Thus we can make an odd
reflection (with respect to the r variable) of v(rwj. , Y)—Z,_l y P ¢;,and
hence conclude, since v is homogeneous of degree 1, that

n—1

’U(ra)j,y)=raj+2y‘Pj(ci), j=1,--- N,
i=1

1+k

for some a L EP; (R x {0}), which is the required result.

Before we begin the proof of Lemma 4.2 for the case / > 2, we need
some preliminary discussion. First note that if A, <4,--- are the eigen-

values of —.3;:0 asin§l,and ¢,, ¢,, --- area corresponding orthonormal
set of eigenfunctions, then v; = (v, @ j.) 2 satisfies the equation
1 8 [ 1-19
- A —_ —
r1—16r< ar>+ v, —Av; =0
on C9 . Notice that if ; (with eigenvalue 0) is one of the eigenfunctions
of the space spanned by ell R elik , then (4.1) implies that v = v;
satisfies the bound
2
|’U - K(r s Y )I
(4.4) /C B

where x(r,y) =k, (r y)= (x (pj)Lz(E whereas if 9; is not in the sub-
space spanned by e1 R el +k » then (even if the eigenvalue correspond-

ing to ¢ ; is zero—i.e., the same as the eigenvalue of the ej.l) v =,
satisfies

v]?
(4.5) /C( T < o©.

Ong r

Thus we want to analyze real-valued homogeneous degree 1 solutions v €
C*((0, oo) x R™) of the equation

1 o 1-10v
(4.6) T3 (r ar>+Av—-iv—O
subject to the restrictions (4.5), and in case 4 = 0 we also need to analyze
solutions v in the space spanned by ell y elik subject to the weaker

restriction (4.4).
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Notice that any such homogeneous degree 1 solution can be expressed
v(r,y) =rv(l, y/r); that is, writing w(z) =v(l, z), z € R™, we have

v(r, y)=ry(y/r),

where ¥ € C(R™). By direct computation (4.6) is equivalent to the
linear elliptic equation :

m . . m .
47) Ap+ Y ZZDDy-(1-1)) ZDy+(I-1-y=0,

i,j=1 i=1

and the L? restrictions (4.5), (4.4) are easily seen to imply

(4.8) / r_l_“/ lw(ro)|’ dodr < s
1 sm!
and
oo 2
(4.9) / rl_a/ li//—(:—w) - k(rw)| dodr < o,
1 sm=1

where sup, i, gm [K| < o0.

In view of the above discussion, Lemma 4.2 for / > 2 is now evidently
a direct consequence of the following lemma.

4.10. Lemma. (i) Suppose | >2 and A€ R. If yw € C°(R™) satisfies
(4.7) and (4.8), then w = 0 for l— 1—-41#0 and v = const. for
[—1-4=0.

(ii) Suppose | > 2 and A= 0. If w € C*(R™) satisfies (4.7) and (4.9),
then w(z)=a-z for some a ¢ R™

Proof. We first consider A > 0 and note that each partial derivative
v=D W satisfies the equation
m m
(1) CH +z'2)) DD~ (- 3)Y z'Dy-Av=0,
i,j=1 i
as one easily checks by direct differentiation in (4.7). We would like to
assert that, with the notation 4, , = B, (0)\B,'(0) forany 0< o < p,

(2) sup |Dy/| < Cp_lAsup2 lwl, p=>1,
p

Pl2,p (2
but this is not in general true for solutions of (4.7) except in the case m =
1. On the other hand if m > 2, then for any eigenfunction ¢ i of —Agm-s
corresponding to a homogeneous degree j harmonic polynomial on R” ,
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we can write ¥,(z) = y;(r)¢;(w), where y,(r) = [on-1 y(rw)p (w)dw
satisfies the ODE

m—1 iG+m—2
(1+r2)Y}'+( . ~(l—1)r)y}—(1(’—’§’-——)+x—z+1)yj:0

r

n (0, co) and remains bounded as r | 0. Notice that then y,; is still
a solution of (4.7) on R™\{0}. In fact since y; is bounded near O, it
extends across z = 0 to give a C°°(R™) solution; furthermore by using
elementary ODE estimates for 7, We easily check that in fact (2) does
hold (with constant C depending on j) with Z in place of . Also, ¥
certainly satisfies (4.8) (respectively (4.9)) if ¥ does, and if we establish
the lemma with each such v, then the lemma also follows for . In
other words, we can without loss of generality assume that the inequality
(2) does hold.

Now if m > 2, we introduce spherical coordinates z = rw, r = |z|,
=1z|™" in R™\{0}, and note that (1) can be written in the form

g 3] ( 6’0) Ag
AU+ o g ) - v=0,
P+ S Tar\ar) T 147

where g = "' (14+r%)""*™/**2 Since (1/r)Vgn1v isboundedas r | 0,
this can be written in weak form

0 g Sm—l Sm—l 6,0 aC Ag
v v 4 20,
/o /sm—' r(1+r%) oror 141

V¢ e C°(R™).

Now replace { by vl? , where { = {(r) isa C*°(0, co) function which
is constant in a neighborhood of r = 0 and vanishes identically for suf-
ficiently large r. Then after an application of Cauchy’s inequality (3)
implies

/ / gl ((1+ ) l(r \% v l’U|2+/1112)+(g"r]> ) dodr
SC/O g(C/2 Sm_l’u *dwdr.

Now we are going to use the “logarithmic cut-off trick”. Let p > 2 be arbi-
trary, and let {(r) = max{2 — (log rp)/(logp) , 0} , where r,= max{r, p}.

Notice that then { =1 on [0,p], { = 0 on (pz,oo), and (C')2 <

r_z(log p)_2 on (p, p2) . Thus using this choice of { in (4), noting that
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g<r3l

(5) / / ((1+r2)_1(r‘2|vs'" v| + Av )+(gr)2) dwdr

2p2
: (lo_gcf;)—i//z r_l_l/m-n v (rw)dwdr
p

c_ (¥
(108P) p/2

S —1 2 K
r ro)—x| dodr+6C—>,
/p /SI w(ro) - x| o

and using also (2), we obtain

r_3/ ylz(rw) dwdr (sincel > 2)
Sm—]

(log p)?

where x, is any upper bound for |x|. Letting p 1 co, and using (4.9),
we see that this implies Vv =0 incase A =0 and v =0 in case A > 0.
Notice that in case A=0 we get y =a-z+b for fixed a e R”, b eR.
If the stronger estimate (4.8) holds, then evidently a =0 and y =5. So
the lemma is proved if m > 2 and A > 0.

For m=1,1>2,and A> 0, the argument is similar: We can write
(1) in the form

v=0,

i( v
dzg z

where g = (1+ z%) — (I — f3)/2, which in weak form is

/gu’c’+ ﬂgzvc=o, V¢ € C°(R).
R

Replacing { by sz , where { = {(|z|) is the same logarithmic cut-off
function as before, we get (as in the case m > 2)

14 A
/ (g(v’)2+ lgzvz)s ¢ 2 dz,
—p 1+z (log p)” J pj2<|z|<2p?

and the proof is concluded essentially as before.
For m=1, [ >2,and A <0 we note that the equation for ¥ can be
written

A+ —(-Dzy' +(I-1-Dy =0,

and by using series expansions near oo one easily checks that any solu-
tion ¥ which is not identically zero satisfies

p—oo

(6) liminfp~ ' "%~ / lv(z)]* >0,
p/2<]z|<p
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where ¢ = Re (1 +({—-2)/2- ((1—2)/2)2+,1) . Since 4 < 0 and
I > 2, clearly we have g_ > 1, so that (6) contradicts the growth restric-
tion (4.8).

For m>2,1>2,and A <0 welet yj(r) . 9 be as described above,
and note that iz satisfies the ODE

1 . _5

(1+ﬁn§+(ﬂ——u-u—1y)¢-(ﬂiigi—l+x—l+1)y=o,
r J r J

and again by taking series expansion near oo, we see that any solution y .

which is not identically zero satisfies

P
nmmm”*L/|nmf>m
»/2

p—oc

and again this contradicts the growth restriction (4.8), because ¢g_ > 1.
Thus the proof of Lemma 4.10, and hence the proof of Lemma 4.2, is
complete.

Now we show that Lemma 4.2 leads to decay estimates for an appro-
priate class of solutions of the equation Z v = 0 on c?n B,. We
here need to consider solutions which are orthogonal on C® n B, to the
solutions of Lemma 4.2. Thus we assume that

(4.11) / V(rw, Y)ro(@) =0, / w(rw, y)y'(e,)t =0,
cng, c"nB, /

for each solution w = rg(w) of Fw =0 and each i = 1,--- ,m,
j=1,---,1+k, where (ej)J‘ is the orthogonal projection of the unit
vector e; onto (TwC(O))J‘ . (Notice that then (ej)J‘ is a function of w
alone; it does not depend on r, y.) Notice that (4.11) is equivalent to

. 2 2
4.1Y min v—y| = / v
( ) ye¥ c“”m;,| d C(O)nBl| "

where £ is the linear space spanned by the homogeneous degree one
solutions of Lemma 4.2; that is, % is spanned by the solutions y’(ej)l
i=1,---,m, j=1,---,l+k, ro(w).

Then we have:

4.12. Lemma. Let B,,5, > 1, a € (0,2) be given constants, and
suppose v € C®(CY NB,; (CN1Y is a solution of the equation Zeov =0
on CN B, satisfying (4.11) and also

2
lv — k| / 2

< v
*) /c“’)nB e <h C(o)ﬂBll "

1/2

2
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I+k I+k
E;+1 K; (r y) Wllh suPE+ |K | < ﬂz f(j((’)nB lvl
and el e; ( ) denoting the orthogonal projection of e; onto
=|x|, @=|x|""x. Then, for | >2,

where x( w,¥y)

(0)\L
(To,0C )" 7

/ (6(U/R))2>ﬂ_1/ ol?
c®np\B,, \ OR B c9nB,

with B = f(a, B, B,, C(O)) > 1. The same holds in case | =1 subject to
the additional assumption

2
lim . v(rw,y) =0, i=1,---,l+k,
rl0 6r6y’wezz e, »)

uniformly for |y| < %

Proof. The proof is based on the results of Lemma 4.2. Suppose the
lemma is false. Then there is a sequence v ; of C™ solutions of %(mv =0
in C'” N B, with each v, satisfying (4.11) and the L’-bound () in the
statement of the lemma, but such that

2
(v, /R
M) / L A
c®nB\B,, \ OR 7 Jconp,
where & — 0 as j — oo. Notice that (x) =, for each J > 0,
2) / U.ZSCJH’/ v,
( c(")nBl/zn(B;’f"xR'")l i c®ng, il

Notice also that by the usual L? theory we have fixed bounds on all the
derivatives of ”’01-“221 v; on compact subsets of c®n B, . Then by (2)

we have a subsequence w f

L? norm on C¥n B, 2 and furthermore the limit is with respect to the

of ||vjilzzl v; which converges strongly in the

C2-norm on fixed compact subsets K C c® NB, 2 Let the limit function

be v; of course v satisfies Z v =0 on c9n B, /29 and, by virtue of
(), we have ,
I+k I+k

2
V—K 1
/ | ,+2_,1 <oo, K(x,y)=3_K;(r,y)e;, supy_|x;|<oo,
CconB,, r =1

and, by (1), v extends to be a homogeneous of degree 1 on c?. But
now, in case / > 2, Lemma 4.2 implies that
I+k
v(x,y)= Zy ne; +rp(w),
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and this contradicts (4.11) unless v = 0. Thus we deduce that w ; con-

verges uniformly to zero on compact subsets of c® n B, /29 which (by
direct radial integration, keeping in mind that [jw,][,» B) = 1 and that the
1

L? norm of w; over C” N B, , N B;™ xR™ is small by (), we deduce

that, contrary to (1),
2
d(w,/R
/ (w,/R\*
cOnB, OR

with C > 1 independent of ;.

In case / =1, Zo is just the Laplacian on c@ (see the discussion
in the proof of Lemma 4.2), and the given conditions guarantee that each
of the functions v ; is such that

wj(.p)(r, n=>y, 5‘3—1,vj(rw, ¥)
weL,
extends to a harmonic function on B;'/ 4(0) which is even in the r-variable,
and hence the limit function v has the property that Ewezo dv(rm, y)/8y"
extends, via even reflection in the r-variable to a harmonic function on
Bf/ ,(0). Thus v satisfies the conditions of Lemma 4.2 for / = 1, and the
proof can be completed as for the case / > 2.

For the next lemma, we need one further piece of notation. As in
(4.11"), let .Z be the space of solutions described in Lemma 4.2, and for
each p € (0, 1] let
(4.13) V,=V—Y,,
where y, € Z is selected such that

2 . 2
v-y | = mln/ v—y|.
/C<°)an | )l veZ JcOng, |

(Notice that then (4.11) holds with B p in place of B,.) Then we have
the following:

4.14. Lemma. Suppose 6 € (0, %), B,, B, >0, a€(0,2), that v is

a solution of Zwv =0 on c® N B, , and that, for each p € [0, %], v
also satisfies

2

. I+2—a lv/) - x/)l 2

(i) p / —m— <8 v,
cOnp , e Yeong, ?7

. 2-n (B(V/R)\? _n_z/ 2
<
w s R (2522) <8 o "
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where
I+k N Yy )
1l 1 —n
K,(x,¥) =D K, (r,y)e; and. suplic,|” < B,p /c«»na v, 1"
i=1 14 p

SuppoSe also that in case | = 1 we have the additional condition that
2

lim - v(rw,y)=0
rl0 9roy’ wezzo (
uniformly for ly| <% and i=1,--- ,m. Then

o [ <ot [P,
c®ns, c%np,

where the notation is as in (4.13) and p = u(C(O), BysB,y,a) € (0,1),
C= C(C(O) » By By, @) > 0. In particular, u, C do not depend on 0.

Remark. Of course since v, =V =Y, with ¥, homogeneous of
degree one (in fact with v, € Z), we have

d(v/R) 9(v,/R)
5% - 3R for each p.

Proof. By Lemma 4.12 for [ > 1 we have

-n {(V/R) 2 -1 —n-2 2
R Vi 5E ) 28T [y

with B depending only on «, B, 8,, 9 . Notice that then by (ii)

/C(o)nBﬂ\Bm R (a—(g—%)z Z ('B'Bz)_l /C(O)anM R (a(;éR))z ’

; s, , R*™™A(v/R)/OR)* to each side of the last
inequality (“hole filling™), we have

2-n (8(W/R)\? / 2-n (a(v/R) 2
A Sl Sl I bl Sl ¥4
L(O)me/4R ( 60R ) =7 C(O)anR OR ’

where y € (0, 1) is a fixed constant determined by f,, 8,, c9, Starting
with p = 7{, this can be iterated v times, where v > 1 is such that

6 € (47""", 471, thus giving

/ R (8(v/R))2<0u/ R (B(U/R) 2
cn3, dR - cOna,, OR ’

and hence, by adding [
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with u such that 8“ = y. Hence the proof is completed by using (ii) with
p=1and (1) with p=86.

5. Proofs of Lemma 1 and Theorem 1

All constants C in this section are understood to depend only on c® ,
A , unless otherwise explicitly indicated.

5.1. Proof of Lemma 1. Let 6 € (0, ) be given, let 0 < €;<9;,10
be arbitrary, and let M; € 4, (C”) and C; € 2, (C'”) be such that the

i 7 .

alternative (i) of Lemma 1 is false (so (**) of Remark 1.14 is true) with
M B Cj in place of M, C and &> (5j in place of ¢, J, respectively.

We aim to prove that we can find y = y(C(O) ,# ,8) (independent of

Jj) and C ;€ %SI(C(O)) such that for infinitely many j
J

(1) 0‘"‘2/ d: < ce d,
M,NB, - Jmpng,

with C = C(C"”, #) independent of 6, where d;(X) = dist(X, C;),

and d;(X) = dist(X, C ;) for X € M. In view of the arbitrariness of the

sequences this will establish the lemma. Now by definition of %sj (C(O))

(see Definition 1.12), we can find qg; = exp A i 4 ;€ &% as in Definition

1.12 with |4,/ <¢; and ¢; 'C, € g;j(c“”).

Let B, = ,BO(C(O)) be as in Corollary 3.2, and let 7; | O sufficiently
slowly (depending on ) to ensure that the conclusions of Lemma 2.6 hold
(for j sufficiently large) with 8 = B,, ¥ = 3 and with qj_le, .8,
no,qu_lﬂlj in place of C,7, ¢,, M respectively, for all p € [0, 1].
Then Lemma 2.6 gives u; € C2(Uj; (qj"le)L), where U, = {(x,y) €

-1
q; ijB3/4 t|x[ =7} and

-1 -1
q; Mij3/4\{(x,y):|x|Zr.}cgraphujcqj M,

and such that (for sufficiently large j) the estimates of Theorem 3.1 and
Corollary 3.2 hold with u;, qj_‘Mj , qj._le s Tis € in place of u, M,
C, 7, g, respectively. We also agree to choose 7 ; to converge to zero at.

a slower rate than (f,, o df)l/ 2. thus
118

' . =2 2
) lim <] /M & =0.
jﬂBl
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Now let p € [6, ;1. The estimates of Theorem 3.1 and Corollary 3.2
(applied to 7, qu_lM ; with a = %) tell us that, for j sufficiently large,

2
u,— k. (ro,u _
(3) p’+3/2/ Iy =%y " c d; ford>20"'3,,
anB

I+3/2 - J
p/2 rb‘ M/an

. ' I+k
with x, (rw, y) = pn lrcp (s }’)e, )
Itk 5
4 sup K <Cp” d;,
( ) Un P;( 7 J) A{anP ’
2 2
1-1/2 |u I 1-1/2 d 2
(5) » // T P // —ipsC 4
U,nB M,nB M;NB,

o2 s iz Ts
-1
for § > 20 5j,

and
2
_n [O(u;/R) —n-2 2
©® /UnB R’ ( 8JR ) sCp ' /MnB dj'
J el P 4
Next, let
1/2
2 -1
(7) ﬂj = (/MjnBl dj) » Uj :ﬂj uj-

For each compact K C B,\({0} xR™), by Lemma 2.6 and standard elliptic
estimates [12] we know that

(8) sup [V'v,|<C,  i<3,
KnC, '
for suﬂiciently large j depending on K, where C = C(C(O) K).
Since q C €, ( 0)) with g | 0, by (2.2) we have, for a suitable

sequence T; (wh1ch by a new ch01ce of our original sequence if necessary,
we may take to be the same as the original sequence 7 ,) s

1+k

(9) C NnB\(B, me)Cgraph v, ,

where y, € CZ(C(O n Bl\(Bjj’; x R™); (€)Y with [w|2 < Ce; - 0.
So now (8) and (9) imply that v (x+ l//j(x)) converges, on each compact

subset of C¥ NB,, in the C*-norm to a limit function v € C? (C(O) nB,),
with Z v = 0. Also the estimate (5) for u ; then evidently guarantees
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that the convergence is strong convergence with respect to the IL*-norm on
c”nB , foreach p < %, because (5) tells us in particular that

p1_1/2/ wiP<o™, s2C8, 6<p<s.
U,NB, ,N(BL* xR™) / 2

In view of this, the remaining inequalities above yield directly

2
1+3/2 v -k,
(10) ) —,3—;sc/ fol?,
c®nB,, p+3/ cnB,

I+x

where x (rw,y) =3k, r, y)el , with

I+k

11 ' sup Ky <C _"/ v|?
(1) e 3, e[,
and

2—n a(U/R) 2 —n—2/ 2
12 R — ) < .
(12 /C(")an/z ( OR ) =Cp - JcOnp, i

We emphasize that in the last three inequalities C does not depend on .
Notice also that (5) additionally implies that

(13) p1—1/2/ dfscal—lﬂﬁ?
M;nB,,N

,2N(Bgr" XR™)

for ¢ > 20_151. , .§0 we also have (using again the strong convergence of
v,(x + y;(x)) in C(O)ﬂBlJ for p < 1) that

(14) lim /3?2d?=/ Wk,  p<i.
Mo, cns, 4

Now all of the above was computed relative to an arbitrary sequence C ; €
%'(C(O)) , and (since & ;1 0) is equally valid if we choose a new cylinders
J ~
Cj € %ys_(C(o)) (where y >'1 is arbitrary) in place of C. Of course
J

in this case we get new quantities d Iz ﬂj, # in place of d s U, v
respectively, but, for j sufficiently large depending on y, the estimates
above remain equally valid, with constants C only depending on c® , M
as before; notice particularly that the constants C do not depend on y.
So let . be the linear subspace of solutions of ,%(mw = 0 described
in (4.11"). Because of the integrability condition 11 for the cross section

C(()O) , by (2.3) we know that, for each B > 0 and for each y € .Z with
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Supcon W] < B, we can find C; € %, (CV) (7 =2(C?, p)> 1) such

that the new function i, (i.e., the function corresponding to u ; when C ;

J
is replaced by C y in the above discussion) satisfies a relation of the form

#,((x, p) +9,0x, v)) = u;((x, ¥) + w;(x, ») = By + R,

for (x,y) € c® ﬂB3/4 with |x| > 7;, where 7, | 0, and /}J.‘I|Rj| —0 as
Jj— oo. Thus 4 =v — ¢ and in place of (10), (11), and (12) we obtain,
for any constant 8 >0 and w €.% with sup|y| < 8,

2
v -y —x, ,l 2
1 ! l+3/2/ w,p < _
(10) p s, 302 <C Ons, lv—yl",
I+k i .
where x, (rw,y)= Yk K, (T y)e;" , with
! i 2 —n 2
(11) wup Sk )< Cp Lo wo-wl.
c¥nB, i1 v.r c®nB,
and
-n {O(v/R) 2 —n-2 2
12) / R < ¢ / -
(12) con, 3R <Cp con, lv—wl|",

where C = C (C(O) , #), and the inequalities are valid for arbitrary p €
[, %] and arbitrary f > 0; we emphasize that the constant C is indepen-
dent of B, 0. Notice that in (12)" we used the fact that 8(v/R)/dR =
d((v — w)/R)/OR, which is true because ¥ is homogeneous of degree
one by definition of .. Notice also that in place of (14) we obtain the
identity

(14)’ lim Bd = / w—wl’, p<

MnB, c%nsg,

b

PN

where d,(X) =dist(X,C,), X € M;.
Now (see (4.13)) for p € [0, %] , we have by definition that v, =v -y,
with

Lo —wl = ing v —wl?,
cona, P veZ Jcong,
and hence (since .o, 5, lv|2 < 1) we have |

p" B|w,,|2sce‘2", c=c(c?).

(0)
C nB,
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Thus by elliptic estimates and homogeneity of y we have sup.o,, B, lw,| <
Co™" for p €16, 1], and we can apply the above with g =C0™", y =
»(C?, 6),and y = ¥, in order to conclude from (10)", (11)", and (12)’
that, at least for / > 2, v satisfies all the estimates needed to apply Lemma
4.14 (with a = 1). So we conclude that there is o = o(C”, .#) € (0, 1)
and C = C(C”, #) such that

15 0“"‘2/ v 2<(:0"/ v < Co°,
(15) [ 0 [ <

2 2 .
where we used the fact that [0, 5, lv,]” < Jeon 5, |v|” < 1 by construction.

On the other hand by virtue of (14)" with p =6 (and with y = W), We
have

. -2 32 2
im [ g8 =l
J=oo JminB, c%np,

and hence (15) implies
0‘"‘2f & < 287Co"
M;nB,

for all sufficiently large j, which is (1) as required.
Notice that the same proof will apply also to the case / = 1 if we can
check the condition
2

1
16 lim - v(rw,y)=0, vl < =,
(16) rlo arayl ago ( y) [y 4

as required in order to apply Lemma 4.14. To check (16); we proceed as
follows. Choose { = {(r, y) to be smooth for 0 <r < o0, y € R” such
that {(r,y) =0 for o+ Iyl2 > % and 8¢/8r =0 in a neighborhood of
r = 0. Notice that then in particular we have

(17) DL(x|,y)=0 for|x|<t, g=1,---,1+k,
for suitable 7>0. For ie {1,--- ,1+k}, ae{l, --- , m} we have by
(1.1) that
i ~ —1
(18) /ﬂjw -vca=/ﬂjei-vca=o, M,=q M,

where {, =8(/0y". Let gj.’ ? denote the matrix of the orthogonal projec-

. k a4 .
tion of R**" onto T, M, let G; = graph(u;|U, N B, ,), with U}, u;
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corresponding to U, u# as in 2.6 with A’\ij in place of M , and note that,

by Lemma 2.6, A’\i] NB,,\G; C{(x,y):|x| <t} for all sufficiently large
j . Since

; n+k i
(19) /@\GJ_ ' ve = /}%\GJ > e/ 0D,
and D.{ =0 Vp=1,--- ,1+k, |x| < 1, we have for |x| < 7 that
n+k -
ZgiprC Z  Lkorp — 1 1+k+p)Dpra
p=1 p=1

‘n 1
Z‘el-}-k-}-pl |DC |

So, for j large enough, (19) together with (1.5) and Theorem 3.1 gives
(20) /~ i

j\f

< \/%”(ﬁjnBl/z\G J/ Zlel+k+,,| sup | D¢, |

Jpl

1/2
S C\/? (/ Z |e1+k+p 2) sup |DCa| .

Jpl

Now let wﬁ.l) .

. wE.N) be unit vectors in the direction of the singular
rays of the j-dimensional cross section ng ) of the cylinder ng Jx R =

qj_IC T and write

N
_ 1+k m _ (@)
U(t) =U;n{(x,») eR™“ xR":|x| >} = | JU"(7)
i=1
where )
U;l)(’[) {(x, wE),y) yeR"™', x>1}.

Also, define

G,(1) = graph(u;|U,(7)),  G(1) = graph(u;|U (7).
Next note that |e1l kapl 2 %|Dypu ;1 on U;(7) for j sufficiently large (de-
pending on 7), and hence the first estimate of Theorem 3.1 implies that

2 0
(21) D.v e LX(C”NnB,,).
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)

Suppose for the moment that wy = ¢, . Then

(22) /G - vx' v,
[ Lo ()
_i_:Z;th_,1+k+pba7 (ca( /x2+lujl2,y))} dydx,

where (™), 4¢ (2, 1sk) 1s the inverse of the n x n matrix
gpq"'Dpu'un)p,qe (2, 14k} > and hj is the determinant of this matrix.
ow

G (Ve el ) = o (¢ (VA + P y))
@Yo (X" + s yyu, - 0u;/8°
| VX + |uj|2 ,

and hence after an integration with respect to y*, we can write

Lol e ()
@) = /01 Jo {( hjh}‘—l)a—iﬁ%<m )

e ((BC/Br)( x2+|uj|2,y)uj-auj/ay“)}

7T 8x |2

x2+]uj
Also

1,1+k 2 11 2 1
(24) |h" P (x, ) < Clv |\/thj ~1<cvu on UV,

as one checks from the fact that (A}?) is the inverse of
(0, +D,u;-Dyuy), ¢ {2, 1=k} > and hence using (23) and (24) in (22)
by standard elliptic estimates we get, for j sufficiently large (depending
on 1),
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/ vx'.v¢,
6

(25) <C (V> + 1,170, + [V, D)IVE] + VD)
Ui(3t/4)

<c|f u? ) sup((V¢| + [V°¢)
U (x/2)nB,

where C depends on 7 but not on j. Also, since Gﬁ.l) is given by x =

ui(x,O,y), i=2,---,1+k,for i >2 we have
(26)

vx'-v¢
) ‘

“fy, T #0020 (0 (VW) ) ) s

P,q#2,- , 1+k

i
B /U(l)(t)(vuj Vet R,

where |R| < C|Vuj|2 sup(|D¢,| + IDZ(Cal) ,and {,V is the gradient oper-
ator on qj_lC ;- Combining (25) and (26) yields

'1+k

/Gm(r) 26 VEJe; = /m ViVl + R

i=1 Ui (v)

J
where f J._IR ;o 0 as j — co. This is an invariant expression relative
to orthogonal transformations of Rt , and hence it holds without the
assumption wg.l) = ¢, , and a similar formula holds for each Gﬁ.’) (7). Thus

1+k
(e.-V{ e = Vu-V{ +R.,
/;j(1)§ i a’vi U (o) a J
with g j_lR ; — 0 as j — oo. Combining this with (20) and using (18) we
conclude that
1+k )
0= [ > (e Ve, = [ Vu, -V, +R +5,8,,
M; =1 : Y
where ﬁj_le — 0 as j— oo, and 1S;] < C/7. Since v € LZ(C(O) NBy,)

and D,v € L*(C” nB, ;) by (21), we can multiply by §;' and first take
limits in j and then let 7 | O, thus giving
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c© Vv-V(, =0,

whenever 8{/8r =0 in some neighborhood of r =0 and { € C;° (Bf/4) .

Since ( is a function of r, y only, after an integration by parts, the
above equation can be written [, ¥ A{ =0, where H is the half-space

{(r,y) e R" : r > 0}, and ¥(r,y) = Ej.vzlv(ra)j,y). In view of the
arbitrariness of {, this evidently implies :

/f)-éahA(;:O, |h|<%,
90,

provided { is smooth with 8{/dr = 0 in a neighborhood of r = 0 and

£ =0 for \/r? +|y* > L, where 8, wC(ra¥) =L(r, y+he )L, y).
This in turn clearly yields that

(27) /H((Sa,hﬁ)-AC=O, | < %.

n

Now for any function ¢ € Cf°(B1/4) with {(r,y) = {(-r,y) we can
find a sequence {; such that the derivatives of {, up to and including
order 2 are bounded independent of k, {, — { in the C 2 norm locally
in By,\{0} x R"™", and 8¢, /dr = 0 for |r| < 7, with 7, > 0 and
7 1 0. Thus using the dominated convergence theorem we in fact deduce
that (27) holds for any { € Cc°°(B;'/4) with {(—r, y) ={(r, y). Of course
then
(28) [ @oa-a=0,  jh<g,
1/4

where ¥ is the even extension ©(r,y) = ¥(—r, y). On the other hand
we trivially have (28) if {(r, y) = —{(-r,y) (even if { does not have
compact support). Since any { € C;x’(BfM) can be written as the sum
L, ») + L(=r,») + L(&(r, y) — &(—r, ¥)), we conclude that in fact
(28) holds for any ¢ € Cf°(B1/4) , and Weyl’s lemma tells us that J, ,0
is a smooth harmonic function on B, /a for |h| < §.

Since by (21) #™'4, ,0 — D«6 in L*(B],) as h— 0, it then follows
that Dyav also extends to give a harmonic function which is even in the

r-variable. In particular we have (16) as required. Hence the proof is
complete.

5.2 Proof of Theorem 1. Choose 6 € (0, §) such that
(1) Co*<1/4,
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where C and o are as in Lemma 1. Let sing, M ={X € B, , : 6,,(X) >
O.0(0)}, and let ¢, J, (depending only on c?, # ) be small enough to
ensure the conclusions of Lemma 1 with the above choice of 8. We also
assume ¢, is less than the &, of Theorem 3.1 when o and y of Theorem
3.1 are both equal to % and 7= 10"2. Let M satisfy the hypotheses of
Theorem 1 with Cé < ¢, where C =C (C(O) ,.#)>1 isto be chosen (>
the choice of y of Lemma 1), and define E,, j= 0,1, -, as follows.
E, is the set of X € sing M such that 75 X, pM satisfies alternative (i)
of Lemma 1 for some p € (6, 1], and, for j > 1, let E; be the set of
X € sing, M such that ,M does not satisfy alternative (i) of Lemma
1 (hence does satisfy (xx) of Remark 1.14) if p = Gi, i1=0,--,],
and such that 7, pM does satisfy the alternative (i) of Lemma 1 when
p=6""" Finally, E_ is the set of X € sing, M such that 7, pM does
not satisfy alternative (i) of Lemma 1 (and hence does satisfiz (x*) of
Remark 1.14) forall p=6', i=0,1,2,---.

First note that if E, # & then, keeping in mind (1.5) and the fact that,
by Lemma 2.6, singM N B, C the &(¢)-neighborhood of {0} x R™, with
o(g) | 0 as ¢ | 0, we trivially have the conclusion of Theorem 1 with
§ =0 and T =sing M N B, . Thus from now on we assume

(2) E,=a.
Next we want to show that E_ C L, with L as in the statement of the
theorem. We are going to show that the theorem holds with § = E_ and
T = (sing, M\E_) U (singM N B\B, ).

Take X, € E_ . Using the definition of E_, we see that, provided
ve < g, with y = y(C(O) ,.#) is sufficiently large, we can iterate Lemma
1, inductively choosing 'CO, C,, -, with C = C(O), C € %ED(C(O)),
and g¢; = exp4;, with 4, € ¥ (& as in Definition 1.12) [4,] < ye,
and g; ICI. € i;’j,eo(C(O)); as the inductive step we apply Lemma 1 with

q; 117){0,9.-M in place of M, giving C,; 1 € %YGO(C(O)) , such that

0—(i+1)(n+2)/ dist?(X, C..)< le—i(n+2)/ dist’(X c)
3) M,NB,i+1 4 M,NB,i
- <272 / dis? (X, €9y < 27%?,
M,nB,

where M, =1 XoM (1 X, the translation X — X — X,), and

(4) Hausdorff distance (C,NB;,C,, , NB|) < y£2—i ,

i+1
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subject to the inductive hypothesis that this holds with j < i—1 in place of
i ; notice that we need to check at each stage that ql._1 My, oM € ./IQO (C(O)) ,
but this is an easy consequence of Lemma 1 since Ce < ¢,. Notice also
that (3) actually implies (4) for suitable y = y(C'”, .#, 6) by virtue of
the remark following Lemma 2.6.

In particular (4) implies that there exists C x, € ?ya (C(O)) such that

Hausdorff distance (C, N B, , CXO NB)< 27627

and _ c
g~ "2 / dist’(X, Cy ) < = / dist’(x, c?),
MyNB,i o 2" Jmyns,
foreach i=1,2, ... Thus
p "2 / dist’ (X, C, ) < Cp™* dist’(x, ¢
MynB, 0 M,NB,

forall p € (0, 1], with g = () chosen so that 6% = 1.
By definition there is g, € SO(R"+k) such that g, C, € & (C(O)) and
0 0o ‘o ve
(5) gy, — 1] < Ce,

and by applying the first estimate in Theorem 3.1 (with x Ny, pM in
place of M) we have, for p € (0, 1],

—1-— . .
(6) p " dist(qx, Ty (sing, M) N B,,, {0} x R”) < Ce,
where t X, is the translation X — X — X;. Also, again by a standard
argument based on (3), (4),
(7) lay, — gy | < CelX, - YI".

Since this is valid (with fixed constant C = C (C(O) , #)) forany X, FYO €
E__ , we can then write

(8) E_ cgraphv = {(x, v(x)) : x € [, 11"},
where v:[-1, 11" — R satisfies
(9) Wlew<Ce,  C=C(C).

So L =graphv has the properties stated in Theorem 1, assuming we take
S = E_, . Now in view of (2) and the definition of E;, we have

(10) sing, M\ graphv = | J E;.
j=1
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Also, we note that for points X, € £ , we can apply precisely the same
iterative argument (based on repeated use of Lemma 1) as we used for
E_, except that now we conclude (3), (4) only for i = 1,---,j, and
correspondingly (6) is only valid for p > @’ . That is, we can still select
fixed dy, and C X, (no longer unique) such that (5) holds and
(1) p~'* dist(qy 7y (sing, M)N B,, {0} x R™) < Ce, o <p<l.
Notice that in particular, in view of (5) this gives
p~! dist(sing, M N B,(X,), X, + ({0} x R™)) < Ce,

o' <p<l, X €E,.
Also by definition of E ; we have the additional fact that
(13) VX, €E,,

3Y € X, + ({0} x B,;(0)) with B, yi(Y) Nsing, M = @,

(12)

where 6, = JO(C(O):, ) is as in Lemma 1. By combining (12) and (13)
it is now straightforward to check that E ; can be covered by a collection

A, of cubes R = (&, n)+[~67/2, 0/ /21", where (¢, 1) € E,
R x (n +[-07/2, 6 J21™) N sing, M

C (&, m)+([~Ceb’, Cet'1™ x[-67/2, 6/ j21"),
and R has a subcube (&', ') +[-266, 2667]"* such that
(15) R x (' +[-2067, 266’1™)) nsing, M = @,

with 6 =27", N=NIC?, .2) > 4.

Thus we can apply Lemma 2.7 to the collection & of cubes in R”
which are obtained by orthogonal projections ITg»R onto {0} xR™ of the
cubes R in the collection U?:lg?j and with F the orthogonal projection
onto {0} x R" of |72, E,. Then Lemma 2.7 gives a collection & of
cubes in {0} x R” with

(14)

(16) Yep)"<1-0", Fcl|JP,

PeF Pes
and with the property that for each P € & thereisa Q € & with
(17) PcQ” and (8/4)e(Q) < e(P) <e(Q).

Now for each such P =#+[-p, p]” € & and corresponding Q = IMgn R
as in (17), where R € U?ilg?j has center (&, 7n7) € Uj>1Ej , select an
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(n + k)-cube R with Hkmﬁ = P and with center (f , 1) such that E=¢.
Let & be the collection of such cubes R. Then by (12), (15), (16), and
(17) we have for ¢ sufficiently small depending on .# , c® ,

(18) GEJ.C URr, Y e®"<1-6",

j=1 REF ReX

and, by (14), for each R € % with center (¢, 7) € R'* x R™

(19) O E,NR C (E+[-Cee(R), Cee(R)I™)xR", C=c(C?,.#).

j=1
Now the rest of Theorem 1 follows from the fact that for each a > 0 we
can find balls {B, (X;)} such that X, € {0} x [, 3]” and

7

N N
I+k m m
(e, ) " x[-1, 1] CUBpj(Xj), > 0,0 <l+a,
j=1 j=1

where ¢, = ¢,(a, n, k) € (0, ). Applying this to appropriate scalings and
translations of {0}x[—3, 1], and using (18) and (19), it then follows that

we can replace our covering % by a covering by balls with the required
properties. Hence the proof of Theorem 1 is complete.

6. Proofs of Theorems 2’ and 4, and Corollary 3

6.1. Proof of Theorem 2. Let m be as in (1.15), and let sing, M
denote the set of X ¢ sing M such that there exists a tangent cone C €
Tan, M with C = ¢(C, x R"™) for some ¢ € SO(R™¥) . Notice that by
(1.10) we have
(1) dim(sing M\ sing, M) < m —1.

Let '

S, =sing, M(=sing M N{X :0,,(X) = a}),
X,€S,, e>0,andlet C¥ = ¢g(CYxR™) e Tan, M. By the definition
of TanXOM and the compactness 1.3(b), for each ¢ > 0 we can find
o = o(¢) > 0 such that B_(X,) ¢ U,, and such that M, = nXO,JM
satisfies UMo D Bp,y and

Z"(MyN Bpey) ~
w, R(e)"

2) O.0(0) < 8(2), / dis(X, C) < &,
M,B,(0)
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where d(¢) and R(e) are as in Lemma 2.4. Let

S, ={X esingM,:©,, (X) 2a} (O (ny ,S,)NB).

o

Notice that S: is closed in U M, by upper semicontinuity of GMO(X )
(which is true by (1.5)). For given p, € (0, 1) take a finite cover of
ST NB, by balls B 5 (Y;) with o; < p, such that

(3) ' Za) "<u ’e (SINnB)+1,
where u 26 is the outer measure defined by
K, (4) = infz P}
J
taken over all countable collections {B ( ;)} ofballs with 4 C UJ; B, (X )
and P;<py Vi. Of course we may assume S NB, (Y, # 2 for each I,

othermse we can drop the B_(Y;) which do not satlsfy this. For each i

choose Z; € S;' NB,(Y,) and apply Lemma 2.4 to 3,,. Then, for suitably
small ¢ > 0 (depending only on .# , K), either there exists a cylindrical
cone C=¢(Cyx R") € # with ©,(0) =« and

(4) ot " dist’ (X, C) <&’
Nz, 20, Mo B,
or else
4 {Xe BZUi(ZI.): 8, (X) > o} C {X :dist(X, H) < &}

for some (m — 1)-dimensional affine space H containing Z;. Notice that
here we use the fact that by (2.1) and (2) we can choose ¢ (depending
only on .#, K) to ensure that ©,(0) = a in (4); we henceforth assume
that € > 0 is so chosen.

In the case of (4) we consider two subcases, namely, 4(1): 321. € S;' with
1Y, — Zi[ < 0,;/4, and 4(ii): Ba,./4(Yi) N S;' = . In case 4(i) we can apply

Theorem 1 to 7, ,, M, to give an embedded C ' submanifold L and
balls {B ( i)}j=1,2,... such that, for some J, = dp(A#, C(O)) €0, &),

Sa nBU,—/Z(Zi)\L([) < UrBﬂij(}Iij) ’

j=1
(5) _ ’ .
ZO’;; S 2 m(l" - 50)0-1'"’ ’ %m‘(Lm) S 2 mwmaim -—<— wmaim *
J
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- Also, applying Lemma 2.6 to 7, , M, yields that S, NB_(Y,) is con-
tained in the 6(¢)-neighborhood of Z, + ¢({0} x R™) with &(z) | O as
€} 0, 0 depending only on c? and 7. Therefore, for ¢ small enough
(depending on c® , # only) we can cover S: ﬂFa‘_(Yi)\Bai /Z(Zz') by balls

{B&U(Yij)} such that
Z <(1+27"8,)(a" -27"a]").

Thus, using this in combination with (5), we obtain a collection {B, (Y;;)}
B i
satisfying

+ ®)

S; NB,(Y\L" c B, (¥,),

205 (=271 +27"8) + 27" (1 = &p)a;
J

=(1=2""5)a",

1]
#"L) <o, 0"

In case 4(ii) we can still use the fact that S N B_(Y,) is contained
in the &(e)-neighborhood of Z, + ¢({0} x R)” and hence (since
Z"™(Z, +q({0} x R")n B,(Y) < wm(%)m/zaim in case 4(ii)), we can
cover St NB, (Y,) by balls B, (¥;;) such that (6) holds with L =&
i ij
Of course we can also trivially find a cover B, (Y;;) such that (6) holds
R i
with LY =& in case (4)' holds. Thus we have shown that we can in all
cases select a cover {B_ (Y, j)} for S: N Fa_(Yi) such that (6) holds.
ij i .
Repeating this process (starting with any one of the balls B, (7, J.) in
. i
place of B, (Y) and again using Theorem 1), we get embedded submani-

folds L and balls {B,, (Y,;,)} such that, with &, =2~ 80 5

U‘I

+
A nt (Y )\Ly; CUB

Zaijq_ —d,)a;; A (L) <w, 0.
q

U‘I

ij? ij/ — "m7ij

Notice that by combining (6) and (7) we have
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V is multiplicity 1; in fact by (1.5) there is ¢ € (0, g,) such that

VI(B (Y
(1) sup ll—“—(——’lg,—)l<2—eo for some &, > 0.
YeB (X}, p€(0,0) w,p

Let 7, be the class of all varifolds g7y (Y L B,(X,)), where Y €

R*™ ) p > 0, and g € SOR™¥). Also, given any open W C R™

we let Z(W) be the set of all varifold limits, taken in W, of conver-

gent sequences (an},' ) 4Y) L W (thought of as varifolds in W) with
j*rj

UZiNZ;amy ., B,(Xy) D W, and let 77 = Uy, Z;(W). By virtue of
2rj

the compactness and regularity theorems [1] the set .# consisting of all

the regular sets (in W) of all varifolds in Z; (W), taken over all open

W c R** , 1s a multiplicity 1 class in the sense of §1, provided we take
U,, = W whenever M = regT for T € Zj(W). Furthermore by the

analysis of [3] the only cylindrical cones C, x R"™! possible in this class

are given by the cones C, consisting of a union of three coplanar rays
emanating from the origin in R**! , and meeting at equal angles of 2x/3.
Notice also that V0L B _(X,) € %( ,(X,)) . Now the corollary is proved
by virtue of Theorem 4 and (1.10) in case n > 3.

To prove the additional claim in case n = 2 we proceed as follows. Let
M = reg(VL B,(X,)) (€ .#). By virtue of (1.10) we have exactly two
possibilities: either

(1) TanX0 M contains a cylindrical cone g(C,xR) with C, as described
above, or

(ii) X, € (M) so that no elements of = TanX M are cylindrical.

In case ( ) we can directly apply Corollary 2 in order to deduce that for
some p >0, singM N B.p(XO) is a properly embedded C"® Jordan arc
with endpoints in 8B p(XO), so there is nothing further to prove in this
case.

For case (ii) we first observe that each of the cones C € Tan X, M must
have at least one ray of singular points. Indeed since O € singC (by virtue
of the regularity theorem [1] and the fact that X, € sing M) otherwise
C would have an isolated singularity at 0. However then £ = CnN skt
would be a smooth embedded compact one-dimensional submanifold of
Sk+! , and ¥ would have to be a finite union of a pairwise-disjoint great
circles: X = Uj.\; 1 ):j , where each X . is a great circle. If N =1 this would
give singC = &, a contradiction. If N > 2, then ©,,(X;) = 6,(0) > 2,
again a contradiction. Hence each C € sing M has at least one singular
ray as claimed.
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So, in case (ii), take C € Tan X, M ,andlet r,, ---, ry be the singular
rays of C. In view of the fact that along each of these rays C has normal
cross section consisting of three coplanar rays meeting at angles of 27/3
(by the above discussion of cylindrical cones in .#), and in view of the
fact that ©.(Y) < 2—¢g, (by (1)), it is easy to check using (1.5) that there
is a fixed constant 6 > 0, depending only on .# and &y > such that

k+1

) dist(r,n S, r.nS N >0, i,

and in particular N is bounded above by a fixed integer depending only
on .# . Also by definition of TanX0 M there is a p, > 0 such that for

each p € (0, p,) there is a cone C , € Tan X, M such that

(3) p? dist’(X, C,) <&’
MnNB,(X,)

Equations (2) and (3) evidently imply that the number N of singular rays
r; in a cone C € Tan X, M is a constant. Furthermore if Y # 0 is on
one of the singular rays r; of C, then for suitable 6 > 0, CnN B,(Y)
is a union of three half-discs meeting along the common boundary r, in
By(Y) at angles of 2n/3. Thus (cf. the argument at the beginning of
§6.2), for almost all p € (0, p,), 9B , N M contains at least N singular
points Z1 , =+, Zy , one in the &(p)-neighborhood of each r,NIB,, j =
1,---, N, where ¢(p) | 0 as p | 0. Therefore by applying Theorem
4 to r]Y M (and making using of the estimate (4) in §6.2 in the proof
of Theorem 4), we deduce that there are exactly N properly embedded
locally C* L% Jordan arcs I,,.--, Ty, each with one endpoint in 9B,
and with one endpoint at X, where ¢ € (0, p,) is chosen suitably small,
such that singM NB, = Uj.il I';. The fact that the I'; have finite length
follows directly from the fact that (by estimate (4) of §6.2) I', N B p\B /2
has length < p for sufficiently small p. (In fact (4) of §6.2 gives length
I"j an\Bp/2 <(1+e&(p))p/2, where e(p) [0 as p|0.)

7. Concluding remarks

The main discussion centered on the properties of the singular set. How-
ever, an examination of the relevant arguments will show that in fact we
obtained various results about asymptotics of M on approach to the sin-
gular set. For instance, the proof of Theorem 1 shows that, for given
d > 0, if we select X € sing M such that there exists. ¢ = g(X, M) >0
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with
(7.1) B,(II(B, n fNx,, sing, M)) D qp({O} x R™) N B,

for all p € (0, ¢), where II is the orthogonal projection of R™* onto an
m-dimensional subspace g,({0} x R™), q, € SO(R™*), then, provided

0=96 (C(O) , #) is sufficiently small,

72) p / dist*(X, C)
MnB,
gc(ﬂ)ﬂa""”/ dist’(X,C), O<p<a,
o MnNB,
for some fixed cylindrical cone C = q(C(()O) xR e #, u=u#) e
(0, 1). That is, we have the following:

7.3. Theorem. Suppose o > 1 is given, and c? = Cg)) xR” e #
with ©.0(0) = « is such that i} holds. If M € #, X € sing, M, and
there is o > 0 such that (7.1) holds for all p € (0, o), then (7.2) holds.

Remarks. (1) Notice that, for any given J > 0, the hypothesis (7.1)
is automatically satisfied (with ¢ ) independent of p) for some o > 0 at
any point X at which sing M has an approximate m-dimension tangent
plane ¢q({0} x RY ) in the sense of [19]; since we have shown sing A
is countably m-rectifiable, we have (7.1) (hence (7.2)) at #"-a.e. X €
sing, M .

(2) Notice that in particular this means that C is the unique tangent
cone of M at any such point X .

We also note here that if the hypotheses are as in Theorem 4, then the
proof of Theorem 4 shows that (7.2) holds uniformly for X € singM N
B p(XO) for suitable p > 0, and it is standard that this implies there is a
c'* diffeomorphism of B, ,(X,) onto itself which takes MnB p12(Xo)
onto B,,N c.

Finally we want to point out that all of the above extends in a straight-
forward manner to a Riemannian setting. Indeed in view of the Nash
embedding theorem it is enough to consider classes .# as in §1, except
that in place of (1.1) we have

1) /M div,, @ = /M<D H,

for some function H, satisfying supy |H,y | < Ay, where A, is a
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constant. Then in place of (1.5) we have that

ny—1

~hat (e, p")

e Z"(M N B (X))

is an increésing function of X so long as B p(X } ¢ U,,, and the L
estimates of §3 generalize to this setting with “error term” CA,, on the
right (or with CA,, , on the right in case of estimates taken over the ball
B p rather than B,). Then the proof of Lemma 1 easily generalizes to the

case when (1.1') is assumed with A, < i in place of (1.1), provided
J

2 12 . 2\1/2 -
fM,ﬂBl d; + CAMj) 2 in place of (fMjnBl d;) /2 in that
argument. Then we can conclude that if the hypotheses are as in Lemma
1, except that (1.1') is assumed in place of (1.1), and if A,, < g,, then

either alternative (i) of Lemma 1 holds, or there is Ce %EO (C(O)) such

that
/ dist*(X, €) < C6° ( / dist’ (X , C)+AM) .
MnNB, MnB,

The reader should keep in mind that all elements of ?;(C(O)) (and all
elements of Tan, M) still satisfy (1.1), at least away from the singular
axis {0} x R™

~ Of course once this modified version of Lemma 1 has been proved, then
the proof of Theorem 1 carries over; the proof merely needs to be modified
to allow additional terms like C UAM2_2’ on the right side of inequalities
like those in (3) and (4) of the proof of Theorem 1. The reader can easily
check that this makes no essential difference to the argument. Then the
proofs of Theorems 2, 2', 3, 4 and their corollaries carry over with the
same proofs as before. Thus in conclusion we have:

7.4. Theorem. Theorems 2, 2, 3, 4 are all valid in case the class
M consists of submanifolds M satisfying (1.1') in place of (1.1).
particular, mod 2 minimizing currents T in any complete Riemannian
manifold have interior singular sets as in Corollary 1 of §1.

we use B, = (

References

[1] W. Allard, On the first variation of a varifold, Ann. of Math. (2) 95 (1972) 417-491.

[2] —, On the first variation of a varifold. Boundary behavior, Ann. of Math. (2) 101
(1975) 418-446.

[3]1 W. Allard & F. Almgren, The structure of stationary one-dimensional varifolds with pos-
itive density, Invent. Math. 34 (1976) 83-97.

[4] —, On the radial behavior of minimal surfaces and the uniqueness of their tangent
cones Ann. of Math. (2) 113 (1981) 215-265.



652 LEON SIMON

[5] F. Almgren, Existence and regularity almost everywhere of solutions to elliptic variational
problems among surfaces of varying topological type and singularity structure, Ann.
of Math. (2) 87 (1968) 321-391.

[6] ——., Existence and regularity almost everywhere of solutions to elliptic variational prob-
lems with constraints, Mem. Amer. Math. Soc. 165 (1976).
[7] ——, Q-valued functions minimizing Dirichlet’s integral and the regularity of area min-

imizing rectifiable currents up to codimension two, preprint.
[8] E. De Giorgi, Frontiere orientate di misura minima, Sem. Mat. Scuola Norm. Sup. Pisa

(1961) 1-56.
[9] H. Federer, Geometric measure theory, Springer, Berlin, 1969.
[10) —, The singular sets of area minimizing rectifiable currents with codimension one and

of area minimizing flat chains modulo two with arbitrary codimension, Bull. Amer.
Math. Soc. 76 (1970) 767-771.

[11] W. Fleming, Flat chains over a finite coefficient group, Trans. Amer. Math. Soc. 121
(1966) 160-186.

[12] D. Gilbarg & N. Trudinger, Elliptic partial differential equations of second order, 2nd
ed., Springer, Berlin, 1983.

[13] E. Giusti, Minimal surfaces and functions of bounded variation, Birkhduser, Basel, 1984.

[14] F. Morgan, On the singular structure of two-dimensional area minimizing surfaces in
R”, Math. Ann. 261 (1982) 101-110.

[15] R. E. Reifenberg, Solution of the Plateau problem for m-dimensional surfaces of varying
topological type, Acta. Math. 104 (1960) 1-92.

[16] ——, An epiperimetric inequality related to the analyticity of minimal surfaces, Ann. of
Math. (2) 80 (1964) 1-21.

[17] R. Schoen & L. Simon, Regularity of stable minimal hypersurfaces, Comm. Pure Appl.
Math. 34 (1981) 741-797.

[18] L. Simon, Asymptotics for a class of non-linear evolution equations, with applications to
geometric problems, Ann. of Math. (2) 118 (1983) 525-572.

[19] ——, Lectures on geometric measure theory, Proc. Centre Math. Anal. Austral. Nat.
Univ. 3 (1983).

[20] —, Entire solutions of the minimal surface equation, J. Differential Geometry 30
(1989) 643-688.

[211 ——, On the singularities of harmonic maps, to appear.

[22] J. E. Taylor, Regularity of the singular sets of two dimensional area minimizing flat
chains modulo 3 in R’ , Invent. Math. 22 (1973) 119-139.

[23] ——, The structure of singularities in soap bubbles and soap-film-like minimal surfaces,
Ann. of Math. (2) 103 (1976) 489-539.

[24] B. White, Regularity of the singular sets in immiscible fluid interfaces and solutions to
other Plateau-type problems, Proc. Centre Math. Anal. Austral. Nat. Univ., Canberra
10 (1985) 244-249.

[25] —, to appear.

STANFORD UNIVERSITY





